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Abstract 
 
Since the publication of FAO booklets in the late seventies (Doorenbos and Pruitt, 
1977), the calculation of crop potential evapotranspiration (ETc) through a 
combination of reference evapotranspiration (ETref) with appropriate crop coefficients 
(Kc) has become increasingly popular among practicing irrigation engineers and water 
managers. This study investigates the application of satellite data to obtain regional 
scale Kc analytically without the prior knowledge of crop type and stage of growth. 
 
During approximately 10 days, a field campaign was held in the Lake Naivasha 
Vineyard Farm, Kenya to collect data on surface energy variables. Using the relevant 
field data, ETc values have been calculated using an energy balance residual- and 
Priestley Taylor equations in Squash, Bean, and Chilli fields. The latter equation, with 
the Priestley-Taylor α parameter = 1.26, has yielded ETc values that are compatible 
with those obtained using the former equation. An empirical equation has also been 
developed to calculate ETc using only incoming solar radiation and surface 
temperature data. ETref can be calculated using the same Priestley-Taylor equation, 
with surface albedo = 0.23. 
 
By taking the quotient between Priestley-Taylor equations for ETc and ETref, the 
formulation for Kc is stated, both on instantaneous and daily temporal scales. 
Attempts are also made to further simplify Kc input parameters. Kc values calculated 
using the Kc equation are compared to those derived from the FAO Table.  
 
The Kc equations are then applied to satellite data. The resulting Kc and ETc maps, 
based on the LANDSAT-TM data, are displayed. For small scale irrigated areas, like 
that of the study area, the spatial resolution of NOAA-AVHRR imagery is found to be 
unsuitable for the calculation of Kc using the derived equations. However, the 
procedure which ought to be followed while applying the derived Kc equations to 
NOAA-AVHRR data acquired over large-scale irrigated areas is outlined.    
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1. 
 

Introduction 
 
 
1.1 General Problem Definition  
 
The quantitative estimation of crop water requirement must be accurately known for 
irrigation scheduling and design of irrigation infrastructure. Under unstressed crop 
growth conditions, the crop water requirement is defined as crop potential 
evapotranspiration (ETc). The practical estimation of ETc frequently involves 
calculating a reference evapotranspiration (ETref) and then applying suitable crop 
coefficients (Kc). The practicing irrigation- or agricultural engineers, and water 
managers often use this approach to estimate ETc in light of its simplicity and simple 
input data requirement.  
 
In the crop-coefficient approach, ETref characterizes the influence of climatic 
variables on ETc, while Kc expresses the influence of the crop.  The calculation of 
ETref only requires meteorological data. Usually, the determination of Kc involves the 
knowledge of crop type and stage of growth. These values are given in Tables (e.g. 
Doorenbos and Pruitt, 1977). However, for heterogeneous regional land surfaces 
comprising different crops and crop development stages, it is difficult to assign 
appropriate Kc values from Tables. Hence, there is a need to develop a methodology 
to determine areally-integrated Kc, which does not require information regarding crop 
type and its stage of growth.  
 
Fortunately, the spatial variability of a number of crop biophysical properties can be 
observed by means of satellites. Remote sensing by satellite has the advantage of 
repetitivity, areal integration, and pixel scale discretization. Important developments 
have been made in the calculation of actual evapotranspiration using satellite data. 
Some researchers (e.g. Caselles and Delegido, 1987) have also attempted to calculate 
ETref using satellite data. As Kc is by definition related to ETc and ETref, if the latter 
two can be solved from remote sensing then regional scale Kc can be directly 
calculated from them. This study will investigate this new approach of calculating 
regional scale Kc from remote sensing. 
 
1.2 Objectives 
 
The objectives of this study are: 
 

- To test a new methodology for determining regional scale Kc analytically from 
remote sensing, without the prior knowledge of crop type and its stage of 
growth; 

- To generate regional scale Kc values for the Lake Naivasha basin. 
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1.3 General Approach 
 
An analytical solution of regional scale crop coefficient by means of remotely sensed 
data is investigated. In this approach, the determination of crop coefficient requires an 
independent estimation of crop potential evapotranspiration and reference 
evapotranspiration. Proper evapotranspiration estimates can be carried out using 
physical models, which take into account all relevant parameters. These models 
require remotely sensed data and extensive ground-based data at the time of satellite 
overpass. However, the application of these models in the “real world” is limited in 
view of the fact that most of the required spatially representative ground-based data 
are difficult to obtain. In other words, the feasibility of remote sensing technique to 
determine Kc in this approach is determined by its capability to meet the demands for 
the calculation of ETC and ETref.  So, the general approach of this study is geared 
towards solving the question: How can regional scale crop coefficient be properly 
estimated from remote sensing using limited ground-based data for reference 
evapotranspiration and crop potential evapotranspiration?  
 
Simple evapotranspiration equations, which utilize limited ground-based data, are 
available in the literature (e.g. Allen et al., 1996a). However, since these equations 
rely on empirical relations to varying levels, they can introduce errors when they are 
used in environments different from those under which they were developed. Hence, 
field validation of these equations, prior to their application, remains imperative.  
    
This study is executed in two phases. In the first phase, data on surface energy 
variables are acquired from an intensive field campaign in the Lake Naivasha area and 
an experimental meteorological station. These data are then used to calibrate and 
validate evapotranspiration equations, which mainly use remotely sensed data. In the 
second phase, the validated evapotranspiration equations are applied to satellite 
images, after which maps of regional scale Kc and ETc are obtained. 
 
1.4 Outline of the Thesis   
 
This thesis firstly presents the theoretical basis of crop coefficients. Crop coefficients 
are shown to be determined by the magnitudes of crop potential evapotranspiration 
(ETc) and reference evapotranspiration (ETref). The concepts of the latter two terms 
are explicitly provided. An overview of some of the methods for estimating ETc and 
ETref  is given (Chapter 2). In chapter 3, attention is drawn to the location of the study 
area and the description of the data sets used in this study.  
 
This study concentrates on the field scale estimation of ETc and ETref, whereby 
remote sensing approaches are tested and parameterized, by using field data (chapter 
4). Ample attention is given to the validation of simple and adequate remote sensing 
approaches of estimating ETc and ETref, both on instantaneous and daily temporal 
scales. The sensitivity analysis of daily Kc value to changes in different parameters is 
also presented. Chapter 5 addresses the application of the validated Kc and ETc 
equations to LANDSAT-TM and NOAA-AVHRR data, both on instantaneous and 
daily temporal scales. Chapter 6 contains a brief summary of the conclusions raised in 
the preceding Chapters, and a short recommendation.  
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2. 

 
Theoretical Background 

 
 
2.1 Definitions 
 
Crop potential evapotranspiration: the depth of water needed to meet the water loss 
through evapotranspiration of a disease-free crop, growing in large fields under non-
restricting soil conditions including soil water and fertility and achieving full 
production potential under the given environment. 
 
Grass reference evapotranspiration: the rate of evapotranspiration from a 
hypothetical reference crop with an assumed crop height of 12 cm, a fixed crop 
resistance of  70 s m-1, and an albedo of 0.23, closely resembling the 
evapotranspiration from an extensive surface of a uniform height of 12 cm, actively 
growing, completely shading the ground and not short of water. 
 
Crop coefficient: the ratio of crop potential evapotranspiration to the 
evapotranspiration of a reference crop, usually grass or alfalfa.  
 
2.2 Literature Review of Crop Coefficients 
 
Crop coefficients 
 
The crop coefficient (Kc) is a traditional concept that relates the water need of a 
particular crop to those of a reference crop (Doorenbos and Pruitt, 1977). Most often 
Kc accounts for the combined effects of crop canopy, phenological development, and 
soil evaporation (Saxton and McGuinness, 1982; Slack et al., 1996). Because of the 
two widely used reference crops, alfalfa and grass, two families of Kc  curves for 
agricultural crops have been developed over the years. Applications of Kc values 
should be made with caution not to mix grass-based Kc's with an alfalfa reference and 
vice versa (Allen et al., 1996). Besides, the effect of a certain calculation methodology 
on Kc can be significant. 
 
Conventional method – the FAO approach of determining Kc 
 
The conventional method for determining grass-based Kc refers to the method used in 
the FAO irrigation and Drainage Papers no. 24 (Doorenbos and Pruitt, 1977) and no. 
33 (Doorenbos and Kassam, 1986). In these papers, "mean" Kc values that represented 
"time-averaged" effects are presented. These values are shown to vary with the type 
of crop, its stage of growth, and the prevailing weather conditions. Doorenbos and 
Kassam (1986) pointed out that this approach allows the prediction of crop potential 
evapotranspiration to within 10 to 20 percent accuracy provided that reliable 
meteorological data from a representative agricultural environment are obtained, and 
the total growth period and the lengths of development stages are known. FAO 
experts and researchers have reviewed these values recently (Allen et al., 1996a). 
They splitted Kc into two terms: the basal crop coefficient and the coefficient for 
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evaporation from the surface soil layer, and by doing so they were able to provide 
equations of Kc on a daily basis. The required input data to solve these equations are: 
tabulated Kc value, mean daily wind speed, mean daily minimum relative humidity, 
and mean plant height during the stage of growth.  
 
The Normalization method of determining Kc 

 
Slack et al. (1996) argue that when Kc is expressed on the basis of a time variable, like 
days after planting (as used in the FAO approach), this coefficient can not adequately 
account for the effects of climatic variability on crop growth and development. Some 
methods, like the growing-degree-days and the soil-thermal units, have been proposed 
to normalize Kc for climatic variability (Bausch, 1995; Hla et al., 1996; Slack et al., 
1996).  
 
In general, both the FAO and the Normalization methods yield Kc values that are 
applicable only at the local scale. Over the past few years, some methods based on the 
use of remotely sensed data have been developed in order to determine Kc at the 
regional scale. 
 
Remote sensing approach of determining Kc 

 
Two categories of determining Kc can be distinguished in the remote sensing 
approach: (1) Extrapolation of tabulated Kc values, and (2) Analytical solution of Kc. 
 
Extrapolation of tabulated Kc values. Tanner and Jury (1976) showed that the terms, 
"stage of growth" and "days after planting", in the FAO approach can be expressed by 
vegetation indices, which can be derived from remote sensing. Based on this idea, 
tabulated Kc values have been related to vegetation indices such as PVI (Jackson et 
al., 1980; Heilman et al., 1982), NDVI (Bausch and Neale et al., 1987; Neale et al., 
1989), and SAVI (Choudhury, 1994; Bausch, 1995; Neale et al., 1996). The 
advantage of these methods is that they express Kc independent of the time variable. 
However, these methods rely on spatial interpretation of tabulated and, hence, pre-
fixed Kc values (Bastiaanssen, 1998). 
 
Analytical solution of Kc. In this category, crop potential evapotranspiration and 
reference evapotranspiration are calculated using remote sensing approach, and Kc is 
analytically solved from the two evapotranspiration estimates. This approach deserves 
more attention because indications are growing that tabulated Kc values give biased 
crop potential evapotranspiration estimates for large areas, such as heterogeneous 
command areas (Bastiaanssen, 1998).  
 
2.3 Analytical Solution of Kc 
 
The crop coefficient (Kc) relates the water needs of a particular crop to those of a 
reference crop in the form of Eq. (2.1). To visualize the variables which determine Kc, 
both ETc and ETref have been expressed using the Penman-Monteith equation:  
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The description of the symbols is given in the list of symbols. The additional c 
subscripts represent characteristic values for the actual crop and the additional ref 
subscripts represent the same for the reference crop.   
 
It is evident from Eq. (2.1) that although Kc depends mainly on the crop parameters 
(roughness height, leaf area index, albedo, and surface resistance), it also depends to 
some extent on the relative proportions of climatic variables (vapor pressure deficit, 
and temperature difference). The analytical computation of Kc is carried out in a two-
step procedure: (1) estimating ETref, and (2) estimating ETc.  
 
2.3.1  Grass Reference Evapotranspiration (ETref) 
 
The Concept 
 
Since the relevant crop parameters of the reference crop are known, differences in 
reference evapotranspiration are mainly attributed to differences in climatological 
conditions. Hence, the use of ETref permits a physically realistic characterization of 
the effect of the microclimate of a field on the evaporative transfer of water from the 
soil-plant system to the atmosphere air layers overlying the field (Doorenbos and 
Pruitt, 1977; Shuttleworth, 1993). 
 
The widely proposed reference crops are grass and alfalfa (Doorenbos and Pruitt, 
1977; Smith et al., 1996). However, since alfalfa is not grown in many areas of the 
world, practically grass is used as the major reference crop (Wright, 1996). 
Doorenbos and Pruitt (1977) gave a physical definition to the specific type of the 
reference grass, while recently a more accurate bio-physical definition was provided 
by the FAO experts consultation (Smith et al., 1996), which has been stated in Section 
(2.1). Henceforth, the term “reference evapotranspiration” is replaced by the term 
“grass reference evapotranspiration”. 
 
Estimating Grass Reference Evapotranspiration 
 
There are more than 80 methods to calculate ETref (Molina, 1996). The choice of the 
appropriate method depends on the climate data available and the precision of the 
crop water requirement calculation required. ETref methods can be basically 
categorized into four: combination-based, radiation-based, pan-based, and 
temperature-based. An overview of some of the equations is presented in Table 2.1.  
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Table 2.1   Equations for computing ETref 
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     ‘β’ ≅ 0.63 - 0.65   
 
Simplified   ( )GRa n −  

      ‘a’ is constant for a certain environment. 
 
Jensen-Haise                  (0.025(Tmean-273) + 0.08)K↓ 
 
Casselles     A Tmax K↓

 + B K↓ + C 
      ‘A’, ‘B’, and ‘C” are to be computed using meteorological  

  data. 
 
 
FAO-24 Pan     kp[Pan reading] 
      ‘ kp’ is a pan coefficient. FAO-24 provided recommended  
      values depending on long-term average of mean relative 
      humidity, wind speed and distance of windward side of  
      green crop.  
  
 
Hargreaves     0.0023 TOAK↓ (Tmean-255.2) (Tmax-Tmin)0.50 

Note:- The above listed equations  yield ETref in different units. 
 
2.3.2  Crop Potential Evapotranspiration (ETc) 
 
The Concept 
 
The second step in estimating Kc involves the estimation of crop potential 
evapotranspiration (ETc). Various authors have given different definitions to the term 
“crop potential evapotranspiration”, so one has to avoid using this term without 
explicitly stating the definition used. For instance, Thornthwaite (1948) defined it as if 
it depends solely on the available energy, Penman (1948) defined it as ETref, Jensen 
(1968) defined it in relation to aerodynamically rough surfaces. In the current study, 
the definition given by Doorenbos and Pruitt (1977), as stated in Section (2.1), is 
adopted. Another concern about the definition of ETC is that its magnitude is often 
calculated from meteorological data collected under conditions in which the actual 
evapotranspiration rate is less than the potential rate. However, if evapotranspiration 
had been occuring at the potential rate, the air temperature and humidity might have 
been different (Brutsaert, 1982). 
 

Combination-based 

Radiation-based 

Pan-based

Temperature-based 
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Estimating Crop Potential Evapotranspiration 
 
There exist a multitude of methods for the estimation of crop potential  
evapotranspiration (ETc). Overviews of many of these methods are found in review 
papers or books (e.g. Brutsaert, 1982). Some of the well known methods are 
addressed briefly.  
 
The Penman-Monteith method. This method, as formulated in Eq. (2.2), is a 
combination of the surface energy balance equation and the bulk aerodynamic 
equation. It is essentially the result of a one-layer vegetation approach which is known 
as the “big leaf” model, of which the “big leaf” has the same surface roughness and 
albedo as the actual crop (De Bruin, 1987). To this leaf, a canopy resistance or surface 
resistance is assigned that accounts for the fact that the water vapor has to escape 
from the “stomata” of the big leaf to the surrounding air. One of the difficulties in 
applying this method is posed by the problem of quantifying bulk surface resistance 
for complex canopies (Allen et al., 1996a). 
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The Priestley-Taylor method. A well-known simplification of the Penman-Monteith 
equation is the equation proposed by Priestley and Taylor (1972). They found that the 
evapotranspiration from well-watered surfaces is rather well described by: 
 

 ( )GRET nc −
+∆
∆=

γ
α                          [W m-2] (2.3) 

 
Where, α is the Priestley-Taylor coefficient. Under conditions of zero advection and 
no boundary layer growth, the air above a free water surface of large spatial scale 
becomes saturated under continued evaporation, and the aerodynamic term in Eq. 
(2.2) vanishes, consequently α becomes unity. However, the air above even very 
extensive wet surfaces such as the oceans hardly ever becomes saturated (De Bruin, 
1983). An explanation for this is the entrainment of dry air at the top of the 
atmospheric boundary layer, which is usually at the first inversion (De Bruin, 1983). 
Priestley and Taylor (1972) and many others after them found that α ≅ 1.26 (Kim and 
Entekhabi, 1997).  
 
Field Methods of estimating ETc 
 
Surface energy balance parameters were measured over well-irrigated areas in the 
field.  Hence, the field methods of computing ETc make use of surface energy 
elements. The following two field methods are used in the current study: Energy 
balance Residual, and Priestley-Taylor. The Priestley-Taylor equation has just been 
described in the foregoing section.  
 
The Energy Balance Residual equation 
 
In this method, ETc is solved as a residual component of the energy balance equation: 
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 HGRET nc −−=               [W m-2] (2.4) 
 
Where, Rn is net radiation, H is sensible heat flux, and G is soil heat flux. The sign 
convention of this equation is that Rn is considered positive when radiation is directed 
towards the land surface, while all the rest terms in the equation are considered 
positive when directed away from the land surface. 
 
Net Radiation (Rn) 
 
The net radiation (Rn) available at the evapotranspiring surface can be described as 
the algebraic sum of the incoming and the outgoing radiation fluxes: 
 
 Rn = Kn – Ln = K↓ - K↑ + L↓ - L↑

                 [W m-2] (2.5) 
 
Where K and L signify solar (shortwave) radiation (0.10 - 4 µm) and longwave 
radiation (> 4 µm) components, respectively. The arrows indicate the flux direction (↓ 
= incoming, ↑ = outgoing), and the subscript ‘n’ stands for the net difference 
(between incoming and outgoing). All the terms at the right hand side of Eq. (2.5) 
were measured in the field.  
 
Soil Heat Flux (G) 
 
The soil heat flux (G) is defined as the product of thermal conductivity and the 
temperature gradient at the soil surface. Results from empirical studies have shown 
that the daytime ratio of G/Rn can be related to parameters that can be derived from 
satellite data (Table 2.1). G may be ignored for time integration longer than a day. 
 
Table 2.2   Empirical equations relating G/Rn to remotely sensed dependent variables 
Reference G/Rn 
Jackson et al. (1987) 0.58 exp –2.13NDVI 
Kustas and Daughtry (1990) 0.325-0.208NDVI 
Clothier et al. (1986) 0.295-0.0133(NIR/RED) 
Bastiaanssen  and Roebeling (1993) To(0.0032(αo)+0.0062(α0)2)(1-0.98NDVI4)/(αinst) 
Jacobsen and Hansen (1999) -0.27NDVI+0.39 
Where, αinst and αo are instantaneous- and daily surface albedos respectively, To [0C] is surface 
temperature, and NDVI is a spectral index that estimates the amount of vegetation present based on the 
normalized difference between near-infrared (NIR) and red  (RED) reflectance: NDVI = (NIR-
RED)/(NIR+RED). 
 
Sensible Heat Flux (H) 
 
A standard resistance model for the transfer of sensible heat is given by: 
 

 
ah

ao
pa r

TT
cH

−
= ρ                                     [W m-2] (2.6) 

 
Where, rah is the resistance to the transport of heat in the air layer between the surface 
and the air at the reference height, ρa is the density of moist air, and cp is the specific 
heat of dry air at a constant pressure.  
 
rah is given as (Brutsaert, 1982): 
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Where k (= 0.41) is Von Karman's constant, Z is the height of the reference level 
above the surface, d is the displacement height, Zom is the momentum roughness 
length, Zoh is the heat roughness length, ψm is the stability correction function for the 
momentum transfer, and ψh is the stability correction function for the heat transfer. 
Zom and d can be computed from windspeed profile measurements, or when such data 
are lacking, they can be estimated using the empirical equations given in Table 2.2. 
 
Table 2.3   A small selection of empirical equations for estimating Zom and d 
 
Equations 

 
 Reference 

Zom    =   0.123 h 
d       =   0.67 h  Shuttleworth (1993) 

Zom    =   0.20 h  Pereira et al. (1996) 
Zom    =   0.14 h  Brutsaert  (1982)     
Zom   =   exp (0.1021+0.1484(NIR/RED))  Moran  (1990) 
Zom   =  -0.173 + 1.168 NDVI – 1.125 NDVI2, if NDVI < 0.6 
Zom   =   0.1 ,   if  NDVI > 0.6 
d       =   -0.015 + 0.029 (NIR/RED)  

 Hatfield (1988) 

Zom    =  h exp(-LAI/2)(1-exp(-LAI/2))  , for LAI > 0.5 
d       =  h [1-2(1-exp(-LAI/2))/LAI]  Pereira et al. (1996) 

Where, LAI is the leaf area index, and h is the height of crop. 
 
Zom ≠ Zoh (e.g. Koshiek et al., 1993). Usually Zom and Zoh are compared in the 
equation: 
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Where, B is a function of a temperature profile. Garrat (1978) demonstrated that Zoh 
can be one-seventh of Zom (k/B = 2). Brutsaert (1982) indicated that Zoh is one or 
more orders of magnitude smaller than Zom (k/B > 2.3). For "permeable-rough' 
surfaces such as uniform canopies, Choudhury (1989) showed that k/B is 
approximately 2 to 3. However for heterogeneous surfaces, k/B can hardly be 
practically solved (Blyth and Dolman, 1995). To correct for the effects of (in)stability 
conditions, which may result in bouyancy or damping effects, the (in)stability 
correction factors are included in Eq. (2.7). The parameterizations of the stability 
functions are discussed at length by Brutsaert (1982). Under neutral conditions with 
To – Ta = 0, ψh = ψm = 0. It has been shown (e.g. Kohsiek et al., 1993) that the effect 
of the stability functions on the sensible heat flux is small and that the effect of the 
roughness lengths is relatively large. 
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3. 

 
Description of Field Measurements  

 
 
3.1 Introduction 
 
Two field  data sets have been used in the current study: Lake Naivasha Vineyard data 
set, and Ndabibi data set. The Lake Naivasha Vineyard data set was collected in a 
field campaign, which was conducted during October 3 – 13, 1998 at the Lake 
Naivasha Vineyard Farm. The Ndabibi data set was provided by Farah, who opened a 
new experimental meteorological station at Ndabibi. The Lake Naivasha Vineyard- 
and the Ndabibi data sets are mainly used to calibrate and validate evapotranspiration 
equations (Chapter 4). The description of these data sets is the main issue of this 
chapter.  
 
3.2  The Study Area 
 
Location 
 
The Lake Naivasha basin, stretching over an area of 3200 Km2, lies in the East 
African Rift Valley, about 100 km Northwest of Nairobi. Its geographical coordinates 
are 00 00' to 10 00' S and 360 00' to 360 45' E. Administratively, it is situated in the 
Naivasha division, Nakuru district, Rift Valley province of Kenya.  
 
 
 
 

Kenya
Study area

Nairobi

200 km

20 km

Naivasha

 
 
 
Fig. 3.1   The study area in international, national, and regional contexts.   
 
 
 



Description of Field Measurements 
 

 
 

11

Climate 
          
Two rainy seasons and large diurnal temperature variations are typical characteristics 
of the climate in the area. The aridity index (precipitation / potential 
evapotranspiration), around the lake, is about 0.3 - 0.5. The mean monthly values of 
some meteorological state variables are shown in Fig. 3.2. 
 

Mean Rainfall, 
mm 22 35 59 107 86 41 32 44 44 47 58 36 

Maximum 
Temperature, 0c 17.8 18.1 18.5 18.3 17.5 16.4 15.9 16.1 16.6 17.3 16.9 17.2 

Minimum 
temperature, 0C 8 8.1 9.7 11.5 11.2 9.8 9.2 9.3 8.7 9.0 9.2 8.6 

Relative 
Humidity, % 62 61 65 75 80 79 77 76 74 72 77 72 

Windspeed, 
 km day-1 104 104 104 104 121 121 121 130 130 130 104 104 

Sunshine, hours 5.9 5.9 5.3 4.7 4.9 4.8 4.2 4.7 5.4 5.5 4.4 4.2 

Solar Radiation, 
W m-2  171 186 179 164 157 150 143 159 177 179 158 152 

 
Fig. 3.2   Mean monthly values of meteorological observations for the Lake Naivasha area (recorded  

in Naivasha Meteorlogical Station). Source: FAO's CROPWAT database. 
 
Geology and soils 
 
In general, the study area is covered by two types of quaternary deposits: lacustrine, 
and volcanic origin. The deposits contain largely clay, silt, and volcanic materials. 
The soils can also be grouped into two: soils developed on the lacustrine plain, and 
soils developed on the volcanic plain. Soils developed on the lacustrine plain are 
moderately to well drained, very deep, silty clay to clay loam. Soils developed on the 
volcanic plain are well drained, moderately deep to very deep, with noncalcareous to 
moderately calcareous topsoil.  
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Landuse  
 
There are four major landuse/landcover units in the area: agriculture, natural 
vegetation, settlements, and game scantuaries. The agriculture sector, which includes 
cereal growing, horticulture, floriculture, viticulture, and dairy farming, is mainly 
concentrated around the lake. Most of the floriculture takes place inside greenhouses. 
The natural vegetation cover surrounding the lake is mainly papyrus swamp 
vegetation while outside of the lake surrounding, shrub, acacia, and cactus trees are 
the main natural vegetation covers. Settlement is mainly concentrated in Naivasha 
town although scattered homes and villages can also be found within the study area. 
Game scantuaries are mainly present in the west of the study area. 
 
Irrigation Practice 
 
Most of the irrigation schemes lie around the periphery of the lake. Efficient irrigation 
systems are employed: sprinkler (mainly for openfield) and drip (mainly for 
greenhouse). In either case, irrigation water is pumped from the lake, and stored 
temporarily in a reservoir until it is withdrawn for irrigation purpose. In the 
greenhouses, flowers (typically roses) are grown for export purpose. Whereas, 
vegetables (squash, chilli and others), cereals (bean, maize and others), and flowers 
are grown in openfields. Irrigation scheduling is not properly practiced in the area. 
Some farmers irrigate when they feel the soil gets dry, while others do on some 
traditional basis. The size of individual farms varies from 3 to 6400 acre. 
 
3.3 Lake Naivasha Vineyard Data Set 
 
3.3.1 Site Description 
 
A number of factors had to be considered in selecting suitable sites for the study. 
Targets were irrigated sites. Besides, individual sites must be homogeneous and 
reasonably large to minimize the effect of advection. As a group, all the sites must be 
close to each other, and must bear different types of dominant crops including bare 
soil. Following these criteria, four sites were selected as shown in Fig. 3.3. 
 
The mean daily air temperature during the field campaign was about 22 0C with an 
average relative humidity of 80 %. The daily maximum temperature was 24.5 0C. The 
afternoons were usually cloudy. A few heavy downpours were also observed during 
the last week of the campaign period. The characteristics of the sites are shown in 
Table 3.1.  
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  190   A 
 
 
 
 
 
 
Scale 1: 4000 (approximately)  
Note: All dimensions are in meters. 
          The selected sites are Squash, Bean, Chilli, and Bare fields. 
          Geographical coordinate of the farm: 00 48’ 19.22” S ,   360 24’ 21.32” E 
          The bare field was recently ploughed, and it was being irrigated. 
 
Fig. 3.3   Schematic Plan view of the study sites. 
 
Table 3.1   Site characteristics  

Characteristics Parameter 
Squash field Bean field Chilli field 

Crop parameters    
Type of crop Squash (Courgette) Bean  

(Phaseolus Nulgaries) 
Chilli 

Root depth (cm) 20 15 18 
Crop height (cm) 50 38 37 
Canopy width (cm) 125 30 40 
Weed infestation Present Absent Absent 
Ground vegetal cover fraction 0.76 0.65 0.35 
Length of growing days 75 61 105 
Soil parameters    
Soil texture Sandy loam Sandy loam Sandy loam 
Soil structure Angular to subangular 

blocks 
Angular to subangular 
blocks 

Angular to 
subangular blocks 

PH 7 - 7.8 7 - 7.8 7 - 7.8 
Irrigation practice    
Irrigation type Sprinkler Sprinkler Sprinkler 
Irrigation interval (days) 7 4 14 
Irrigation duration (hours) 3 3 3 
Duty (l sec-1 ha-1) unknown unknown Unknown 
Drainage problem Absent Absent Absent 
Salinity problem Absent Absent Absent 
Topographic features    
Average slope (%) 1.5-2 1.5-2 1.5-2 
Slope length Moderate Moderate Moderate 
Aspect North South South/East 
 
 
 
 
 

 
 
 
 
 
 
 
                                                Road            A
    
 Squash field Cabbage 

field 
Chilli field 

Bean field Sparse 
bushes
 

Bare 
field 

Slope = 1.5 – 2 % 

A

A 

410 
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3.3.2 Field Measurements and Data 
 
The fieldwork was directed towards the assessment of the surface energy transfer 
parameters of the four types of land covers. Hence, it was focused on: 

 
- Acquisition of micro-meteorological data; 
- Observation of surface parameters; and 
- Collection of soil moisture data. 
 
The parameters measured and their instrumentation are listed in Table 3.2. All the 
employed instruments were hand-held. The micro-meteorological parameters were 
routinely measured during daytime. The approximate time required to take a 
consecutive measurement at the same spot was about one hour. Owing to logistical 
difficulties, the solarimeter was available only for a few days. 
 
Table 3.2   In-situ measured hydro-meteorological parameters and instrumentation 

Parameter  
Symbol 

 
Instrument  

Elevation above 
surface level 
(cm) 

No. of nearly instantaneous 
measurement spots per one 
site 

Micro-meteorological      
Shortwave incoming 
radiation 

K↓ Solarimeter 10 1 

Shortwave reflected 
radiation 

K↑ Solarimeter 10, 70 8 – 12 

Longwave incoming 
radiation 

L↓ Thermal infrared 
radiometer 

175 4 

Longwave reflected 
radiation 

L↑ Thermal infrared 
radiometer 

10, 70, 175 12 -16 

Air temperature Ta Thermocouple 175 4 
Air relative humidity RH Psychrometer 175 4 
Wind speed u Anemometer 175 4 
Soil     
Soil moisture content θ Time domain 

reflectrometry 
-5, -10, -15, -30, -45, 
 -60, -100, -120, -140, 
-150 
 

1 and more depending on 
the purpose 

 
 
Reliability of Data 
 
The reliability of data was examined by comparing measurements taken 
simultaneously by the employed instrument and another instrument. The relative 
humidity (RH) readings, taken directly by the psychrometer, and obtained through 
calculation using the wet and dry bulb temperatures, deviated unsystematically and 
significantly. Hence, the RH readings are not used in any of the calculations. The 
infrared radiometer and a thermometer took simultaneous measurements over tap 
water. The temperature of the tap water was varying from 20 to 40 0C. In this range, 
both readings, taken by the radiometer and the thermometer, were exactly the same. 
Hence, the emissivity, at which the radiometer was set, was considered as one. The air 
temperature readings taken by the thermocouple and a thermometer were the same. 
The windspeed measured using the employed anemometer and another anemometer 
were also the same.  
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3.4  The Ndabibi Data Set 
 
This data set consists of meteorological data extending on a continuous basis from 
May 1998 to January 1998. The Ndabibi meteorological station, which has become 
operational since May 1998, is located about 6 km Northwest of the Lake Naivasha 
Vineyard site. In this station, solar radiation, air temperature and relative humidity are 
measured every 20 minutes on a routine basis.  
 
Reliability of Data  
 
The proper way of assessing the accuracy of data is to compare measurements taken 
simultaneously by the employed instrument and another reliable instrument. But this 
was not done for the current data set. However, instead of taking the reliability of the 
data for granted, a rough assessment is made as follows. The incoming solar radiation 
is mainly influenced by the cloudiness condition. The latter can be assessed from the 
difference of the maximum- and minimum daily air temperatures (Tmax - Tmin), a 
cloudy day resulting in low Tmax - Tmin value than does a clear sky.  Hence, the 
relationship between the trends of Tmax - Tmin and K↓ can be exploited to gain an 
indication whether the data are relatively acceptable or not. It is emphasized here that 
this type of comparison can only give a rough indication, and it is used here in lack of 
any other better alternative. Fig. 3.4 shows that, generally speaking, the trends of Tmax 
- Tmin and K↓ (or Kinc.) are similar to each other, and hence, these data can be used for 
further analysis.   
 

 
Fig. 3.4   Comparison of incoming solar radiation (K↓ or Kinc.) and the difference between maximum- 

and minimum daily air temperature (Tmax - Tmin) trends.  
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Frequency of Occurrence 
 
The daily average values of relative humidity (RH), incoming solar radiation (K↓ or 
Kinc.), and air temperature at 2m height (Ta) are calculated for a period of eight 
months. The temporal variability of these values is studied using cumulative 
frequency plots and some statistical measures.   
 
  

(a)    (b)     (c) 
 
Fig. 3.5   Cumulative histogram plots for daily averages of  (a) Kinc. (K↓), (b) Ta,  and (c) RH.  
 
 
Table 3.3   Quartile values for the distribution of some atmospheric state variables  

Quartile values State variables 
Q1 Q2 Q3 

K↓ (W m-2) 128.94 171.75 217.89 
Ta    (0C) 14.45 15.16 15.97 
RH (%) 78.51 81.43 84.05 
 
It can be seen from Fig. 3.5 that large frequencies of K↓ occur a wide range of data 
(about 110 to 310 W m-2), while the largest frequencies of both Ta and RH are limited 
over a smaller range. The quartile values in Table 3.3 show that 50 % of the 
population of K↓ values lie between 129 and 218 W m-2 (a span of 69 % difference in 
magnitude), while in Ta and RH, the span of the difference incurred by 50 % of the 
population amount to only 10 % and 7 %, respectively. It becomes clear from the 
above analysis that the deviations in Ta and RH are small and hence, reasonable 
estimates of these data can be made in the absence of measured values. However, 
since the deviations in K↓ are considerable, estimation of this variable in its absence 
may result in significant error. 

0
20
40
60
80

100
120

60 110 160 210 260 310
Kinc.  (W m-2)

C
um

ul
at

iv
e 

fre
qu

en
cy

, %

0
20
40
60
80

100
120

12 14 16 18 20
Ta  (

0C)

C
um

ul
at

iv
e 

fre
qu

en
cy

, %

0
20
40
60
80

100
120

65 70 75 80 85 90 95

RH  (%)

C
um

ul
at

iv
e 

fre
qu

en
cy

, %



Calibration and Validation of Evapotranspiration Equations 

 
 

17

 

4. 
 
Calibration and Validation of Evapotranspiration Equations, using 
field data 
 
 
4.1  Introduction 
 
Purpose: Remote sensing approaches of estimating ETc and ETref contain some 
empirical elements. Hence, they should be calibrated and validated before they 
become operational. 
 
Scale : The calibration and validation of evapotranspiration equations is carried out at 
the field scale. Instantaneous- and daily temporal scales are considered. The Lake 
Naivasha Vineyard data set is used in the instantaneous scale analysis, while the 
Ndabibi data set in the daily scale analysis.   
 
The statistical methods used for assessing association are described in Annex A. 
While reading through this Chapter, the reader is advised to note the time scale used 
in the analysis.  
 
4.2 Instantaneous Time Scale  

4.2.1  Crop Potential Evapotranspiration (ETc) equations 
 
The crops involved in the study (Squash, Bean, and Chilli) were irrigated by 
sprinklers. The calculated day time (Rn > 0) average of the sensible heat flux was 
found to be close to zero. It would therefore seem reasonable to assume that the crops 
were able to transpire freely at an energy rate equal to the available energy. The 
balance of energy always holds true.  
 
Equation to be validated: Priestley-Taylor (Eq. 2.3), with α = 1.26. As α has been 
mostly found out to be 1.26 (e.g. Brutsaert, 1982), direct validation of this method, 
without calibration, is preferred.       
 
Involved equations            
 
The Energy balance Residual (E-R) equation (Eq. 2.4) is used to validate the 
Priestley-Taylor (P-T) equation. A brief description of the energy balance terms and 
their parameterizations is given in Chapter 2. Further formulations required to solve 
these equations are enumerated below: 
 

25.0)1(





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v

aP
λ

γ 0016286.0
=           [k Pa 0C-1] (4.9) 

 
 )273(002361.0501.2 −−= av Tλ         [MJ kg-1] (4.10) 
 
Note:  See the list of symbols for description. In Eq. (4.6), j refers to instantaneous time at which solar 

radiation measurements were performed, and jd refers to the number of j’s in one day. T0 in Eq. 
(4.4) is expressed in 0C.  The above equations are compiled from Bastiaanssen and Roebeling 
(1993), Bos et. al. (1996), and Dingman ( 1994 ). 

 
Assigning input values 
 
Although most of the dominant variables that are required to calculate ETc were 
measured in the field, there were some variables which had to be estimated. Table 4.1 
describes the method of assigning value to each variable involved in ETc calculation. 
Furthermore, Table 4.2 shows the estimated values, with the reasons behind them.   
 
Table 4.1    Methods of assigning values to the variables/parameters involved in ETc equations 
Measured Estimated Calculated Calculated Constants 
L↓ εo To Zoh δ [W m-2 K –4] = 5.67*10-8 
L↑ ψm ρa αinst cp [J kg-1 K-1] = 1004 
Ta ψh Pa αo A [m] = 2000 
u Zom rah ∆ k [-] = 0.41 
K↓ d Rn γ Z [m] = 1.75 
K↑ NDVI G λv  
 kB-1 H ea,sat  
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Table 4.2   Estimated input values 
State Variable Estimated 

Value/equation/condition 
Ground  for estimation 

Zom [m] (canopy) 0.10 For NDVI > 0.6, Zom = 0.1, Moran and 
Jackson (1991) 

Zom [m] (soil) 0.0064 As used by Peters (1995) for similar 
soil type in semi-arid environment. 

kB-1 [-] (canopy) 2.3 Brutsaert (1982) 
kB-1 [-] (soil) 10 Peters (1995) 
d [m] (canopy) 0.067 Moran and Jackson (1991), and Allen 

et al. (1996) 
d [m] (soil) 0  
εo 0.96  
Thermal Condition Neutral (ψh = ψm = 0) Field experience  
NDVI f (LAI) A graph showing NDVI as a function 

of LAI, in Meijerink et al. (1994).  
 
Scaling up fluxes 
 
The sites under study had without exception partial vegetation cover, hence theory of 
sparse canopies should be applied. The energy fluxes are calculated for each 
component of the land surface using the formulations stated in relevant sections, and 
then they are scaled up to a site level. The evapotranspiration equations are computed 
for field scale conditions. An approach, which is felt to be feasible within the 
boundary conditions of this study, is to regard the site energy fluxes as a weighted 
average of energy fluxes coming from bare soil, crop, and weed components. The 
amount of energy fluxes welling up from an inhomogeneous site with a crop fraction 
(f1), a bare soil fraction (f2), and a weed fraction (f3 = 1 - f2 – f1) is given by: 
 
    

weednbaresoilncropnn RfRfRfR ,3,2,1 ++=               [W m-2] (4.11) 

 
 weedbaresoilcrop GfGfGfG 321 ++=                [W m-2] (4.12) 
 
 weedbaresoilcrop HfHfHfH 321 ++=                [W m-2] (4.13) 
 
Table 4.3    Proportion of land cover components, fi,  within a site (in fraction) 
   f1 (crop) f2 (soil) f3 (weed) 
Squash field 0.585 0.241 0.174 
Bean field 0.65 0.35 0 
Chilli field 0.35 0.65 0 
 
Analyses of results 
 
The plots in Fig. 4.1 compare the instantaneous ETc values estimated using Energy 
balance Residual (E-R) and Priestley-Taylor (P-T) (with α = 1.26) equations. 
Furthermore, Table 4.4 summarizes the regression constant (a), the coefficient of 
determination (Ro

2), the efficiency factor (E), and the t-statistic, for the two equations. 
 
The fact that Ro

2 is high (in excess of 0.94 for all the fields) shows that the ETc values 
computed by the two equations are highly correlated. The slopes of the regression 
lines for all the fields are between 0.94 and 1.03, which are close to one. The high 
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values of E (above 0.92 for all the fields) confirm that the two estimates are close to 
each other.  
 
The P-T equation yields estimates that are statistically significant at the particular 
confidence level, i.e., 1 - ∀ = 99.5%, as the calculated t values are less than the 
critical t values. The small statistically insignificant differences between the two 
estimates can be attributed to many uncertainties inherent in this type of study. Some 
could be described as: instrumental accuracy, assumption of neutral thermal 
condition, and use of a non- calibrated empirical equation to determine G.  
 
Based on the foregoing discussion, it can be concluded that there is a high degree of 
agreement between the ETc estimates made by E-R and P-T equations. This means 
that ETc can be adequately estimated using P-T equation with α = 1.26. This result is 
very encouraging because the variables involved in P-T equation can be retrieved 
from satellite data. 

  (a) Squash field      (b) Bean field 

  
 
Fig. 4.1   Comparison of instantaneous ETC estimated using Energy balance Residual and Priestley-

Taylor  equations over (a) Squash,  (b) Bean, and  (c) Chilli fields. 
 

Table 4.4   Values of statistical indicators of ETc values estimated using P-T and E-R equations over 
different cover types 
Cover type a Ro

2 E t t-critical 
Squash 0.9483 0.95 0.927 2.762 2.807 
Bean 0.9535 0.95 0.945 2.395 2.797 
Chilli 1.0216 0.98 0.978 1.290 2.807 
Note: ‘a’ and ‘Ro’ refer to the slope- and regression coefficient of the equation that is forced to pass 
through the origin, see Annex A for formulations. 
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Table 4.4 shows that the E-R and P-T ETc estimates are very close to each other over 
the chilli field than the other fields. This would not necessarily mean that P-T 
equation is more reliable for the chilli field than for the other fields. It simply means 
that the assumptions and the empirical equations involved in E-R equation may not be 
equally valid for the three land cover types. The reason is explained below. 
 
The term ETc implies that the plant is transpiring at the potential rate but it doesn’t 
mean that the bare soil between the plants is evaporating potentially. Consequently, 
during daytime, the surface of the bare soil tends to be warmer than the canopy. 
Warmer soil surface introduces unstable condition, which amplifies the vertical 
motion of the eddies thereby influencing ETc. The higher the proportion of bare soil, 
the higher will be the effect of the eddy amplification. As no correction has been 
made for these effects in the calculation of ETc, the degree of correlation between the 
two estimates could be different from one field to the other. The other reason for the 
difference could be attributed to the empirical equation used to calculate the soil heat 
flux. There is no any clue that guarantees the empirical equation used to estimate the 
soil heat flux works well for the NDVI range from nearly 0 to 0.75 (as used in the 
current analysis). One way to verify consistency is to calculate the surface resistance 
from latent heat flux, but this is not done in lack of reliable vapor pressure data. 
 
Another issue worth consideration is: Does the correlation between ETc values 
estimated using E-R and P-T equations deviate significantly if the assumptions 
involved, as shown in Table 4.2, are altered? This is studied using the sensitivity 
analysis, which is discussed in the next section. 
 
Sensitivity analysis of soil- and sensible heat fluxes 
 
The sensitivity of the correlation between ETc estimates, made by E-R and P-T 
equations, to various assumptions is studied by varying each assumed value within the 
reasonable limits while holding all others constant. This technique ignores the 
feedback consequences.  
 
Using the originally assumed values (Table 4.2), the following regression equation 
has already been established between E-R and P-T ETc estimates: 
 
 )()( REccTPc ETaET −− =   
 
Where, ac refers to the slope of the regression line forced to pass through origin when 
the originally assumed values are used in the analysis, the subscripts P-T and E-R 
refer to P-T and E-R equations, respectively, used to calculate ETc. 
 
To conduct sensitivity analysis, each assumed value mentioned in Table 4.2 is altered, 
one at a time, to a new value shown in Table 4.5. Except the changed parameter, all 
the rest will take the originally assumed values. Using this new data combination, ETc 
values are calculated using E-R and P-T equations, and then the regression equation 
of the following form is established between the two ETc estimates: 
 
 )()( REceTPc ETaET −− =  



Calibration and Validation of Evapotranspiration Equations 
 
 

 22

Where, ae refers to the slope of the regression line forced to pass through origin, when 
one of the originally assumed values is changed. ae is calculated for each set of value 
listed in Table 4.5. 
 
To study the difference between ac and ae values, a new term called ‘relative deviation 
(εa)’, is introduced: 
  

 100*)(
c

ce
a a

aa −
=ε         [%] (4.14) 

 
For each set of parameter given in Table 4.5, the corresponding εa value is calculated. 
The maximum εa, among all the calculated εa values, obtained for each cover type is 
shown below: 
 
 Cover type  maximum εa (%) 
 Squash   0.92 (+) 
 Bean   1.10 (+) 
 Chilli   2.53 (-) 
 
Table 4.5   Values of statistical indicators of ETc estimated using P-T and E-R equations over different 
cover types and under different assumptions 

                                      Cover type 
Squash Bean Chilli Parameter 

considered 

Assumed 
value, or 
equation ae Ro

2 ae Ro
2 ae Ro

2 
0.07 0.953 0.960 0.959 0.954 1.021 0.982 
0.10 0.948 0.945 0.954 0.954 1.022 0.980 Zom [m] 

(canopy) 0.15 0.940 0.919 0.945 0.934 1.023 0.976 
0.0 0.949 0.947 0.954 0.956 1.022 0.980 
0.67 0.948 0.945 0.954 0.954 1.022 0.980 d [m] 

(canopy) 0.10 0.948 0.944 0.953 0.953 1.022 0.980 
2.3 0.948 0.945 0.954 0.954 1.022 0.980 kB-1(canopy) 5.0 0.957 0.972 0.964 0.975 1.020 0.984 
10.0 0.948 0.945 0.954 0.954 1.022 0.980 kB-1(soil) 20.0 0.944 0.948 0.945 0.959 1.000 0.988 
Jackson et al. (1987) 0.946 0.921 0.953 0.928 1.024 0.973 
Bastiaanssen and 
Roebeling (1993) 0.948 0.945 0.954 0.954 1.022 0.980 G (W m-2) 
Kustas and  
Daughtry (1990) 0.947 0.927 0.954 0.938 1.012 0.983 

Note:- ‘ae’ refers to the slope of the regression line forced to pass through the origin, that is,  
ETc (P-T) = ae ETc (E-R)  

 
As shown above, the maximum deviation in the slope of the regression line between 
P-T and E-R ETc estimates, which can be introduced due to change in the assumed 
values of some of the variables, is insignificant. This implies that irrespective of the 
magnitude of the assumed values (as long as they lie within the acceptable limits), the 
agreement between E-R and P-T ETc estimates remains satisfactory.  
 
Another alternative ? 
 
In the preceding section, it has been shown that P-T equation can yield reasonable 
estimates of ETc. The inputs of P-T equation consist of air temperature, net radiation, 
and soil heat flux from saturated surface. As a possible alternative, it was tried to 
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relate all these input variables to only surface temperature and incoming radiation, 
which are easy to retrieve from satellite data. The following daytime instantaneous 
empirical equation has been developed in a sort of trial-and-error procedure, as 
described in Annex B. 
 
 EDKCTKBTATET oooc ++++= ↓↓

2           [W m-2] (4.15) 
 
T0 is expressed in 0C. For the current data set, A = 0.04, B = -0.0052, C = -8.65, D = 
0.882, and E = 123.571 has been calculated for all the three crops.  
 
In Fig. B.1, the results of the above equation are compared with those estimates made 
using E-R equation. It can be seen that the agreement between the two estimates is 
very good. For practical applications, this result is of great importance. The developed 
equation has also been tested for Lake evaporation using the field data collected by 
Ashfaque (1999), the result is found to be very encouraging. However, it should be 
noted that the coefficients involved in Eq. (4.15) only apply to the conditions 
encountered in Kenya during October.  
 
4.2.2 Grass Reference Evapotranspiration (ETref) Equations 
       
Since no physical measurements over the  "reference grass" were performed in the 
study area, E-R equation can not be directly used here. However, since the 
aerodynamic characteristics of the reference grass are close to the crops under study, 
the P-T equation which has been validated in Section (4.2.1) can be used (with albedo  
= 0.23) to calculate ETref.  
 
All the variables involved in P-T equation, except G, can be solved using the 
formulations stated in the preceding Sections. Since the height of the reference grass 
is fixed, the equation proposed by Reginato et al. (1985) is used to estimate G: 
 
 )042.01.0( hRG n −=             [W m-2] (4.16) 
 
Where, h is the height of crop. For the reference grass, h = 0.12 m, Eq. (4.16) then 
reduces to, nRG 1.0= .   
            
The P-T equation can thus be rewritten as: 
 

 nref RET
γ+∆

∆= 134.1            [W m-2] (4.17) 

 
4.2.3 Validated Kc equation, on an instantaneous time scale 
 
The validated ETc and ETref equations are depicted in Eqs. (2.3) and (4.17), 
respectively. Applying these two equations, Kc on an instantaneous time scale can be 
written as: 
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K
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         [-] (4.18) 
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4.3 Daily Time Scale 
 
Crop Potential Evapotranspiration (ETc) equations 
 
Jackson et al. (1983), Shuttleworth et al. (1989), Choudhury et al. (1994), and others 
have shown that various ratios of the energy budget components often vary little 
during daytime. The invariance of the flux ratios has been exploited to extrapolate an 
instantaneous flux to a daily flux. The application of the evaporative fraction (EF) 
approach in USA by Kustas and Norman (1996), in France by Zhang and Lemeur 
(1995), in Spain and Egypt by Bastiaanssen (1995), and in Niger by Stewart (1996) 
yielded proper estimates of daily total evapotranspiration. This study utilizes the EF 
approach to convert instantaneous evapotranspiration to a daily time scale. 
 

 
GR

ET
HET

ET
EF

n

c

c

c

−
=

+
=          [-] (4.19) 

 
For a cycle of a day, G ≈ 0, implying that: 
 
  =cET  EFRn24                        [W m-2] (4.20) 
 
Combining Eq. (4.20) with Priestley-Taylor equation, and rearranging yields the 
following expression for EF: 
 

γ
α

+∆
∆=EF            [-] (4.21) 

 
Grass Reference Evapotranspiration (ETref) Equations 
 
In the preceding section, a formulation for ETc on a daily scale has been stated. The 
same ETc equation can be used to estimate ETref (with albedo = 0.23).  
 
Validated Kc equation, on a daily scale 
 
Applying the validated P-T equation for ETc and ETref, Kc on a daily scale can be 
written as:  
 

 
2424

2424

77.0 n

nn
c LK

LK
K

+
+

=
↓

                     [-] (4.22) 

 
Eq. (4.22) shows that Kc is mainly a function of albedo, among crop parameters. 
 
4.4 Testing Parameterizations of Kc parameters 
 
The Kc parameters, which are required to solve Kc as per the validated equations, can 
be calculated using appropriate ground-based data. However, empirical equations 
which require simple inputs are reported in the literature to estimate these Kc 
parameters. In this section, the reliability of these empirical equations will be 
investigated.  
 



Calibration and Validation of Evapotranspiration Equations 

 
 

25

4.4.1 Instantaneous Time Scale 
 
Ln, K↓, αinst, and G are the parameters, which are required to calculate Kc on an 
instantaneous time scale, as per Eq. (4.18).  
 
Net longwave radiation (Ln) 
 
From the Stefan-Boltzmann and continuity equations, Ln can be written as: 
 
 4

00
4

0
4 )1( TTTL aaaan σεσεεσε −−−=           [W m-2] (4.23) 

 
The above equation requires many ground-based input data. To the author’s 
knowledge, there are no simple empirical equations reported so far to estimate Ln on 
an instantaneous time scale. Can the empirical equations reported to estimate Ln on a 
daily scale be successfully applied to an instantaneous time scale?  
 
Slob, as cited by De Bruin (1987), suggested that, on the daily scale: 
 

 TOAn K
K

L
↓

↓−= 110             [W m-2] (4.24) 

 
The applicability of this equation to an instantaneous time scale is studied by 
comparing the modelled Ln values with the corresponding measured Ln values. It can 
be seen from Fig. 4.2 that the measured Ln values are by far lower than the modelled 
ones, and more over, there is no good association between the two estimates. 

Fig. 4.2    Comparison of net longwave radiation measured 
on site and estimated using the Slob’s approach. 

 
If Eq. (4.23) is employed to compute Ln, εa is relatively more difficult to estimate than 
the rest variables. Some of the reported equations for estimating εa are investigated 
below. Since accurate vapor pressure data was not collected in the field, only 
equations that do not require this data are considered. Here again, it is emphasized 
that these equations are reported for a daily scale, but they are applied here to an 
instantaneous scale.  
 
Equations to be tested: 
         (1) Swinbank’s equation: 2510*92.0 aa T−=ε        [-] (4.25) 
 (2) Idso-Jackson’ equation: ])273(10*77.7exp[261.01 24

aa T−−−= −ε [-] (4.26) 
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Equation used for testing: 

      Inversion of Stefan-Boltzmann equation: 4
a

a T
L

δ
ε ↓=       [-] (4.27) 

 
 
 
 
 
 
 
 
 
 
 
  (a)      (b) 
 
Fig. 4.3    Comparison of atmospheric emissivity estimated using Stefan-Boltzmann equation and (a) 

Idso-Jackson,  and (b) Swinbank  equations. 
 
Fig. 4.3 displays the comparison of εa estimates made by Idso-Jackson and Swinbank 
equations with those obtained through the inversion of Stefan-Boltzmann equation. 
The plots in this figure reveal that there is no good association between εa estimates 
made by Stefan-Boltzmann and the other equations. From the above discussion, it can 
be concluded that neither Slob nor Idso-Jackson and Swinbank equations yield 
reasonable net longwave radiation on an instantaneous time scale.  
 
Incoming solar radiation (K↓) 
 
K↓ can be computed from extraterrestrial solar radiation and transmittance in the 
shortwave range, the latter being difficult to estimate. However, simple models, which 
require only solar zenith angle and air temperature data as inputs, are available in the 
literature for transmittance estimation. The reliability of these models is tested using 
meteorological data, as described in Annex C, which shows that it is hardly possible 
to obtain reasonable transmittance values from such type of models. 
 
4.4.2 Daily Time Scale 
 
K↓24, α0, and Ln24 are the parameters, which are required to calculate Kc on a daily 
time scale, as per Eq. (4.22).  
 
Daily incoming solar radiation (K↓24) 
 
It can be measured in specialized agrometeorological stations; however, owing to its 
careful calibration and maintenance, it is not usually available at standard stations 
(Shuttleworth, 1993). If sunshine hour data is available, it can adequately yield K↓24 
using empirical relations available in the literature (e.g. Dorrenbos and Pruitt, 1977).  
 
In the absence of sunshine hours data, Hargreaves et al. (1985) suggest the following 
empirical equation, which utilizes maximum- and minimum daily air temperatures: 
 
 1

5.0
minmax24024 )( attKaK TOA +−= ↓↓                     [W m-2] (4.28) 
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Where, 0a and 1a are empirical coefficients. Using the Ndabibi data set, 0a and 1a are 
computed to be 0.1319 0C-0.5 and –34.91 W m-2 respectively; however, a wide scatter 
is observed between the modelled and the measured K↓24 values, R2 being 0.45. 
Hence, Eq. (4.28) is not recommended here.  
 
Daily net longwave radiation (Ln24) 
 
It can be estimated using Eq. (4.29). The derivation of the equation is described in 
Annex D. 
 

 4
24 '835.0165.0 an T

N
nL σε





 +−=                             [W m-2] (4.29) 

 
 ( )ae14.034.0' −=ε           [-] (4.30) 
 
Where, ε' is the net emissivity between the atmosphere and the ground, and ea is the 
actual vapor pressure. 
 
The above equations utilize n, ea and Ta, which are basically ground-based data. Since 
the purpose of this section is to minimize the dependency of formulations on ground-
based data, other ways of formulating Ln24 have been investigated as follows. 
 
Idso and Jackson (1969) proposed that ε' can be directly solved from Ta using the 
following empirical relationship:  
 
 ))273(10*77.7exp(261.002.0' 24 −−+−= −

aTε             [-] (4.31) 
 
Comparison of Eq. (4.31) with Eq. (4.30) has been made in Fig. (4.4).  
 

  (a)      (b) 
 
Fig. 4.4  (a) Comparison of ε' estimated using Eqs.(4.30) and (4.31), and   (b)  Scattergram between 

Ln24  estimates made by Eqs. (4.29) and (4.32). 
 
Fig. 4.4(a) shows that there is no a single intersection between ε' estimates made 
using Eqs. (4.30) and (4.31). Linear regression analysis has also been conducted 
between the two estimates, however, 43 % of the variation between the two estimates 
can not be statistically explained. Hence, it can be concluded that the Eq. (4.31) does 
not serve the purpose of Eq. (4.30). 
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Another empirical relationship which greatly reduces the need for ground-based data 
is that proposed by Slob (De Bruin, 1987):  
 

 TOAslobn K
K

L
24

24
)(24 110

↓

↓−=                                 [W m-2] (4.32) 

 
Fig. 4.4(b) and Table 4.6 illustrate that Ln24 values computed by the Slob equation are 
not in good agreement with the corresponding values obtained using Eq. (4.29). 
However, a linear regression between the two values yields Ln24 estimates that are 
compatible with those obtained using Eq. (4.29). Using the obtained regression 
equation, the Slob equation has been modified as follows:  
 

228.18483.164
24

24
24 +−=

↓

↓
TOAn K

K
L                                [W m-2] (4.33) 

 
Table 4.6  Comparison of Eq. (4.32) against Eq. (4.29) 

Regression equation relating Eqs. (4.32) and (4.29) Statistical indicators Slob’s 
equation, 
Eq. (4.32) 

228.184953.1 )(2424 += slobnn LL  

E 0.84 -na- 
R2 -na- 0.99 
RMSE (W m-2) 10.38 1.55 
MBE  (W m-2) -7.15 -0.10 
RMSE and MBE refer to Root Mean Square Error and Mean Bias Error, respectively. See Annex A for 
formulations. 
 
4.5 Comparison of Kc values estimated using the validated Kc equation and 

FAO Kc Table 
 
Using the field data collected from 7 to 10th of October, the daily Kc values for the 
crops under study (squash, bean, and chilli) are calculated using the validated Kc 
equation, Eq. (4.22). For the same crop and atmospheric conditions, the tabulated Kc 
values are also taken from the FAO Table presented in Allen et al. (1996a). It is clear 
from Table 4.7 that the daily Kc values are almost constant over the considered four 
days, and the calculated Kc values over the bean field are close to the corresponding 
FAO Kc values, while over the squash and chilli fields, the calculated Kc values 
exceed the corresponding FAO values by about 15%. 
 
Table 4.7   Daily Kc values obtained using the validated Kc equation and FAO Kc Table 

Squash Bean Chilli Date 
Calculated Kc FAO Kc Calculated Kc FAO Kc Calculated Kc FAO Kc 

  7-10-‘98 1.10 0.95 1.12 1.15 1.21 0.80 
  8-10-‘98 1.10 0.95 1.13 1.15 1.22 0.80 
  9-10-‘98 1.10 0.95 1.12 1.15 0.88 0.80 
10-10-‘98 1.09 0.95 1.12 1.15 1.05 0.80 
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4.6 Conditions under which the validated Kc and ETC equations are expected 
to work 

 
Based on limited spatial and temporal data, this study has come up with field 
validated Kc and ETc equations. Some of the main prerequisite conditions under 
which the validated equations are expected to work are outlined below: 
 
i. The irrigated areas must be large enough so that the horizontal transfer of sensible 

heat is minimal. When irrigated small fields are surrounded by dry vegetation, the 
Kc and ETc equations validated in this study are expected to fail; 

ii. The validated equations should be applied only to well-watered crops. If the crops 
are suffering from water deficit, the validated equations are not applicable. To 
envisage one of the possible reasons, Priestley-Taylor and Penman-Monteith 
equations are combined to yield the following formulation for the Priestley-Taylor 
α parameter: 

 









−
+−

+
=

)(
))((1 ,

GR
eec

rr n

asatapa

avs γ∆
γ∆ρ

α         [-] (4.34) 

 
In this study, the value of α has been computed for minimal rs (which holds true 
for well-watered crops), however, when plants are suffering from water shortage, rs 
rises consequently affecting α. The other reason is attributed to the fact that the 
radiation terms calculated for dry surface conditions are quite different from wet 
conditions, and therefore, they can not be used to estimate potential 
evapotranspiration. 

 
4.7 Sensitivity Analysis of Kc parameters, on a daily scale  
 
The sensitivity of Kc to various atmospheric and surface variables is studied by 
varying one of the variables, while keeping all the rest terms constant. The assumed 
reference values of these variables are: K↓24 = 150 [W m-2 ], Ln24 = -43.453 [W m-2 ], αo 
= 0.15. These values are taken from one of the daily field measurements. The 
variables have been changed by ± 5%, ± 15%, and ± 25%. The sensitivities are 
computed using the equation: 
 

( )
%100*ref

c

ref
cc

x K
KK

S
−

=                           [-] (4.35) 

 
Where, Kc is computed using the newly assumed values, and kc

ref using the reference 
values.  
 
Table 4.8   Sensitivity of Kc to various variables   

Sensitivity of Kc to variables with different changes 
Variable -25% -15% -5% 5% 15% 25% 

K↓24 3.59 1.70 0.47 -0.40 -1.04 -1.54 
αo 6.69 4.02 1.34 -1.34 -4.02 -6.69 

Ln24 2.54 1.42 0.44 -0.42 -1.18 -1.87 
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Table 4.8 shows that Kc is relatively more sensitive to changes in crop albedo. This 
reflects the fact that Kc depends more on crop parameters than on climatic variables. 
In general, Kc is fairly insensitive to the climatic variables. It should be noted here, 
however, that in such type of sensitivity study, surface and atmospheric layer 
feedback consequences are neglected.  
  
Another noteworthy consideration is: the concept of varying a single variable, while 
keeping the rest terms constant, may give the impression that the constant values do 
not influence the sensitivity. However, this is not necessarily true. For instance, the 
sensitivity of Kc to αo changes when the constant K↓24 is kept low or high, whereas the 
sensitivity of Kc to K↓24 has nothing to do with the magnitude of the constant αo. 
Following are the arguments. 
 
Variables affecting sensitivity 
 
Since sensitivity is a measure of the change in the dependent variable due to a change 
in one of the independent variables, it can be expressed in the form of a partial 
differential equation. Based on this idea, the following sensitivity equations are 
derived. Most of the equations show that the sensitivity of Kc to one of the variables is 
determined by the magnitudes of the so-called “constant terms”. 
 
Sensitivity of Kc to K↓24 
 
The sensitivity of Kc to K↓24, SK↓24, can be written as: 
 

( )2
2424

24

77.0
23.0

n

nc
K LK

L
K
K

S
+

=
∂
∂

=
↓↓

↓                       [W-1 m2] (4.36) 

 
From Eq. (4.36), it can be seen that the sensitivity is determined by Ln24 and K↓24. 
This means that the sensitivity of Kc to K↓24 is not actually the same when the 
constant Ln24 is kept low or high.  
 
Sensitivity of Kc to αo 

 
The sensitivity of Kc to αo, Sαo, is given by: 
 

)77.0( 2424

24

no

c
o LK

KK
S

+
−

=
∂
∂

=
↓

↓

αα                     [-] (4.37) 

 
Eq. (4.37) shows that Sαo is independent of αo, and it is determined by only the 
magnitudes of Ln24 and K↓24. This can also be seen from Table 4.8, which shows that 
a reduction of 25 % in αo and an increment of 25 % in αo result in equal sensitivity 
(regardless of the sign).  
 
Sensitivity of Kc to Ln24 
 
The sensitivity of Kc to Ln24, SLn24, is: 
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The sensitivity is determined by Ln24, K↓24, and αo. For instance, if αo is greater than 
0.23, higher αo value results in higher sensitivity than does lower α0.  
 
4.8 Comparison of ETref  equations (on a daily time scale): P-T vs. simplified 

empirical equations 
 
Once Kc is solved, the next step to calculate ETc is the computation of ETref. The P-T 
equation can be used to calculate ETref, however, the fact that the reference grass 
parameters are fixed may open the door for further simplification. This section 
examines the reliability of empirical equations, which use simple input data, to 
estimate ETref. The data used in this analysis are taken from the Ndabibi data set. 
  
Equations to be tested for reliability:  
 

(1) Modified Makkink: 2465.0 ↓+∆
∆= KETref γ

                [W m-2] (4.41) 

 
(2) Jensen-Haise:      24)08.0)273(025.0( ↓+−= KTET meanref             [W m-2] (4.42) 
 

(3) Turc:       ( )09.2)23.01(
15)273(

)273(31.0 24 +−
+−

−= ↓K
T

TET
mean

mean
ref   [W m-2] (4.43) 

 
(4) Hargreaves: TOA

meanref KTTTET 24
5.0

minmax )8.17)273(()(0023.0 ↓+−−=  [W m-2] (4.44) 
 

The comparison between ETref estimates made using P-T equation and other 
simplified equations is presented in Fig. 4.5. The red line, in all the plots of Fig.4.5, 
represents the Priestley-Taylor ETref estimates. Table 4.9 shows the values of the 
statistical indicators of ETref values estimated using the simplified equations against 
Priestley-Taylor equation. 
 
Table 4.9   Values of statistical indicators of ETref values estimated using P-T and other simplified 
equations. Note: ‘RMSE’ refers to Root Mean Square Error, and ‘MBE’ to Mean Bias Error. 

MBE values (W m-2) RMSE values (W m-2) 
Equation Equation Regression between 

equation and P-T 
Equation Regression between 

equation and P-T 
Modified Makkink -13.35 0 13.41  2.62 
Jensen-Haise  11.49 0 14.59  3.89 
Turc -45.06 0 42.02  3.47 
Hargreaves  57.52 0 60.98 15.59 
 
Examination of Fig. 4.5 and Table 4.9 reveals that the Modified Makkink and Jensen-
Haise equations perform relatively better than Turc and Hargreaves equations, as 
judged from the lower RMSE and MBE values of the former two. Except for the 
Hargreaves equation, the ETref estimates made by P-T and the other equations deviate 
systematically, which is witnessed by the high R2 values. 
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  (a)     (b) 

  (c)     (d) 
 
Fig. 4.5    Comparison between ETref  estimates made using the Priestley-Taylor (P-T) and (a) Modified 

Makkink (b)  Jensen-Haise, (c)  Turc, and (d) Hargreaves equations. Number of data pairs 
used = 262.  

 
Further Simplification? 
 
Using the daily air temperature data measured for 8 months, the corresponding mean 
and standard deviation of evaporative fraction are computed to be 0.863 and 0.0165, 
respectively. Using this mean value, the P-T equation is further reduced to: 
 
 24863.0 nref RET =              [W m-2] (4.45) 
 
Fig. 4.6 demonstrates that ETref values estimated using the simplified equation are in 
excellent agreement with those estimated by full P-T equation. 
 
 
 
 
 
 
 
 
 
 
 
Fig. 4.6   Comparison between ETref estimates made using P-T and Eq. (4.45).   
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5. 

 
LANDSAT-TM and NOAA-AVHRR Applications 

 
 
5.1 LANDSAT-TM Application 

5.1.1 Data Acquisition 
 
A LANDSAT-5 TM image, scene of Path 169 and Row 60, dated 21 January 1995 
was acquired. The study area is covered in the lower quadrant of this scene. A 
subsection of this quadrant was selected for digital image analysis. This section is 44 
km by 44 km in size. The preprocessing operations applied on this image are 
enumerated in Annex F. 
 
5.1.2 Delineating Irrigated Areas 
 
A prerequisite to the application of the validated Kc and ETc equations is that the 
relevant input data must be acquired from solely irrigated areas. Hence, delineation of 
irrigated areas is performed prior to the execution of the validated equations. 
Supervised classification, vegetation indices, and principal component methods have 
been widely used to detect irrigated areas. Arai (1992) and Bastiaanssen (1998) argue 
that the supervised classification method gives better accuracy than the rest. Hence, 
the supervised classification method is used here to discern irrigated areas from 
nonirrigated areas. A false color composite is made using TM bands 4, 3, and 2. The 
reason for selecting these bands is not because they result in the highest optimum 
index factor value than the rest combinations, rather it is because they are more 
suitable to detect irrigated areas. A training set is then made by carefully sampling 
pixels based on the spectral and spatial characteristics of the irrigated areas. Three 
units have been selected: irrigated areas, nonirrigated areas, and lake. The relevant 
spectral feature spaces are shown in Fig. 5.1. 
 
 
 

 
 
 
 
 
Fig. 5.1   Spectral feature space of multibands.

Irrigated areas Nonirrigated areas Lake 

Note: btm2s, btm3s, and btm4s refer to TM2, TM3 and TM4 bands respectively. 
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The Gaussian maximum likelihood classifier is then used to classify the image. To 
remove the “salt and pepper” appearance, a post classification 3 by 3 majority filter is 
run on the classified map. Visual inspection of the classified image shows that the 
swampy areas around the shore of the lake are not well identified. Therefore, two 
options of detecting the swampy areas have been considered. One is the use of 
temperature threshold limit (299 0C), and the other is screen digitizing of the 
shoreline. The application of both options yielded successful results. 
 
To evaluate the accuracy of the classification result, random test pixels, which have 
not been used in the training phase, are selected. A kappa index is then applied to 
measure the accuracy. The kappa index (k) is formulated as (Fung and LeDrew, 
1988): 
 

 
e

e

p
pp

k
−
−

=
1

0             [-] (5.1) 

 
Where, P0 is the proportion observed along the diagonal (in the error matrix), Pe is the 
proportion expected to have arisen by chance, and 1-Pe is the largest possible 
agreement for the given marginal totals.  
 
Table 5.1   Error matrix of classification  
                  Classified data 
 
“Ground truth” data 

Irrigated pixels Nonirrigated pixels Total 

Irrigated pixels 20104 265 20369 
Nonirrigated pixels 124 17344 17468 
Total 20228 17609 37837 

,99.037837/)1734420104(0 =+=p ,06.037837/17468*17609*20369*20228 4 ==ep 99.0=k  
 
The kappa index value, k = 0.99, shows that the result of the classification is 
acceptable. The delineated irrigated areas are depicted in Fig. 5.3. It should be noted 
here that since the classification is carried out mainly using spectral information, 
harvested areas are not classified as irrigated. The collection of time series image will 
improve the accuracy of the delineation. The total irrigated area delineated, as per Fig. 
5.3, amounts to 35 Km2.  
 
5.1.3 Estimating Kc and ETc parameters, on an instantaneous time scale 
 
Incoming shortwave radiation (K↓) 
 
When the available data is only LANDSAT-TM, the estimation of K↓ is possible 
through the calculation of atmospheric transmittance by a radiative transfer model. 
Two methods which utilize this concept are considered here. 
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Fig. 5.2  A False color  composite 

image corresponding to 
the  study area. Bands 
4, 3, and 2 are 
displayed in red, green, 
and blue respectively. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 5.3   Map showing the irrigated  
               areas classified from the 

LANDSAT-TM imagery 
shown above. 
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(i) Slater’s method 
 
Slater (1980) suggested the following equation for estimating single-way 
transmittance in the shortwave range ( '

swτ ): 
 
 ( )zextesw

θττ sec' '−=            [-] (5.2) 
 
Where, '

extτ is the atmospheric vertical extinction optical depth, and zθ  is the solar 
zenith angle. Using data collected in Botswana, Peters (1995) found an exponential 
relationship between '

extτ  and percentage of cloud cover ( CC% ): 
 
 CC

ext e%' 3545.0=τ             [-] (5.3) 
 
For the current image, θz = 35.1050 (Annex E). Since the TM image was acquired 
under cloud free atmospheric condition, CC% ≈100. Using these inputs in Eqs. (5.2) 
and (5.3) yields, '

swτ  = 0.54. 
 
(ii) Ahern’s method 
 
Ahern et al. (1977) extracted transmittance using the darkest object present in the 
scene in such a way: 
 

 "
min

sw

pp
inst

rr
τ

α
−

=             [-] (5.4) 

 
Where, rpmin is the lowest planetary albedo of all the pixels, being usually an area with 
a negligible small surface albedo and "

swτ  is the two-way transmittance for broadband 
solar radiation. For the current image, the two-way transmittance has been estimated 
by assuming the surface albedo of lake Naivasha to be 0.06, which yields a calibration 
of "

swτ = 0.35 at rpmin = 0.01, implying that '
swτ  = 0.59. The transmittance values 

calculated by the above two methods vary within 8 % from eachother. '
swτ  = 0.59 is 

used for further analysis. 
 
The shortwave radiation reaching the earth’s surface (K↓) can be written as: 
 
 TOA

sw KK ↓↓ = 'τ                [W m-2] (5.5) 
 
Where, TOAK↓  is the extraterrestrial solar radiation. The formulation for TOAK↓  is 
described in Annex E. For date: 21 January, satellite overpass time: 9:45 a.m., and 
latitude: 00 48’ 19.22”, the calculated radiation parameters are given in Table 5.2. For 

'
swτ  = 0.59, Eq. (5.5) yields: K↓ = 677.35 W m-2. 
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Table 5.2   Calculated radiation parameters for LANDSAT-TM image  dated 21 Jan ’95 
Day angle [rad] 0.3443 Solar zenith angle [degree] 35.105 
Equation of time [minutes] 15 Eccentricity correction factor [-] 1.033 
Local apparent time [hour] 10:00 Declination [rad] -0.351 
Solar hour angle [degree] 30 TOAK↓  [W m-2] 1148.05 

 
Surface albedo (αinst) 
 
The derivation of crop surface broadband albedo (αinst) is fully described in Annex F. 
Suffice is here to mention that αinst is calculated using the equation: 
 
 03.086.2 −= pinst rα             [-] (5.6) 
 
Where, rp is the radiometrically corrected planetary broadband surface albedo. Using 
the above equation, αinst values have been calculated for the irrigated areas. It is learnt 
from the histogram that the mean and standard deviation of αinst are 0.20 and 0.05, 
respectively. Consultation of literature reveals that the range of calculated αinst values  
sounds reasonable. 
 
NDVI 
 
NDVI at the top of atmosphere (NDVITOA) is expressed as: 
 
 ( ) ( ))3()4(/)3()4( pppp

TOA rrrrNDVI +−=          [-] (5.7) 
 
Here, the numbers in brackets indicate the TM band number. Despite the fact that it is 
called “normalized”, NDVI is affected by some factors. One of the factors that 
influence NDVI is the atmospheric interference. Goward et al. (1991) and Carlson 
and Ripley (1997) fitted a linear relationship between NDVITOA and NDVI at the 
surface, however, they reported different empirical coefficients:  
 
 baNDVINDVI TOA +=                [-] (5.8) 
 
Table 5.3   NDVI atmospheric correction coefficients 
Authors Abbre. a b Remarks 
Goward et al. (1991) G1 1.1 0.11 For atmosphere having low aerosol 
Goward et al. (1991) G2 1.2 0.12 For atmosphere having high aerosol 
Carlson and Ripley (1997) C&R 1.008 -0.043  
 
The coefficients suggested by C&R imply that NDVI < NDVITOA, while the reverse is 
obtained using the coefficients given by G1 and G2. This may dictate the necessity of 
local calibration. Moreover, it is also felt that the coefficients must take into account 
the viewing angle conditions. It therefore seems that there is still a problem of 
atmospheric correction for NDVI. The coefficients reported by C&R are used in this 
study.  
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Surface emissivity (ε0) 
 
Van de Griend and Owe (1993) performed a large series of emissivity measurements 
together with spectral reflectance measurements in the red and near-infrared portion 
of the electromagnetic spectrum. They found a good statistical relationship between 
the measured emissivity and NDVI resulting in a correlation of r2 = 0.92 and a 
standard deviation of less than 0.007, using 59 observations.  
 
 )ln(047.0009.1148 NDVI+=−ε           [-] (5.9)  
 
Here, ε8-14 is the surface emissivity in the spectral range of 8 to 14µm. Peters (1995) 
applied Eq. (5.9) successfully to satellite NDVI images of various spatial resolutions 
in Botswana. Since the variation between ε8-14 and ε0 is insignificant within the order 
of magnitude of the net radiation estimation (Llasat and Synder, 1998), it is assumed 
that ε8-14 = ε0. Water bodies with negative NDVI values are assumed to have a value 
of ε0 = 1.  
 
Atmospheric emissivity (εa) 
  
For cloud free conditions, both theoretical (e.g. Sugita and Brutsaert, 1993) and 
empirical (e.g. Idso, 1983) expressions exist for the determination of εa. Hatfield et al. 
(1983) used hourly data from 15 locations at various latitudes and heights above mean 
sea level to compare expressions from Brunt (1932), Swinbank (1963), Brutsaert 
(1975), Idso and Jackson (1969), and Idso (1983). They found that models that 
included vapor pressure performed best. However vapor pressure data at the time of 
satellite overpass was not available. In its absence, Bastiaanssen (1995) suggested the 
use of the following empirical equation which relates εa to transmittance in the 
shortwave range:  
 
 265.0' )ln(08.1 swa τε −=                  [-] (5.10) 
 
Substitution of '

swτ = 0.59 in Eq. (5.10) yields, εa = 0.91.  
 
Air temperature (Ta) 
 
Since Ta monitoring network is absent, the only remaining option is to derive it from 
surface temperature. In the field, it was observed that at about 10:00 local time, T0 – 
Ta ≈ 2 0C, over irrigated areas. Therefore, a geometrical gradient of constant 
temperature, i.e. 1 0C m-1, is assumed. 
 
Surface temperature (To) 
 
The radiance measured by the LANDSAT-TM thermal band 6 at the top of the 
atmosphere ( TOAL6 ) can be written as: 
 
 atmsurfTOA LLL ↑+= 6666 τ             [W m-2] (5.11) 
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Where, 6τ  is the atmospheric transmittance and atmL6 is the upwelling atmospheric 
radiance, all in TM band 6 wavelength range.  
 
 ↓−+= 660666 )1()( LTBLsurf εε                        [W m-2] (5.12) 
 
Where, B6(T0) is the radiance computed using the Planck equation for a brightness 
temperature T0, and ↓6L  is the downwelling atmospheric radiance, all in TM band 6 
wavelength range. 
 
An inversion of the Planck equation gives the following formulation for T0: 
 
 ]1)/38.3720ln[(/12.1251 60 += suremiLT                  [0C] (5.13) 
 
Where, suremiL6  is the emitted longwave radiation within the wavelength range of TM 
band 6. To compute T0 for each pixel, τ6 and atmL ↑6  must be solved. Usually τ6 and atmL ↑6  
are determined from atmospheric radiation transfer models or from field 
measurements of T0 at the time of satellite overpass. Owing to the absence of field 
measured surface temperature data, a trial and error procedure, as suggested by Farah 
and Bastiaanssen (1998), has been applied to obtain reasonable T0 values. Results 
indicate that T0 ranges at a pixel scale from 24 to 40 0C, Lake Naivasha being 24.8 0C.  
 
Daily surface albedo, α0 

 

As the name implies, α0 is the mean of representative daytime αinst values. Since αinst 
values are only available for one time in a day from LANDSAT-TM data, the 
extrapolation of αinst to α0 remains necessary. Farah and Bastiaanssen (1998) suggest 
that α0 ≈ 1.1αinst for LANDSAT-TM pass at 9:45 local time. However, Llasat and 
Snyder (1998) argue that the cloudiness condition must be taken into account while 
extrapolating. Because of lack of a better formulation, it is assumed that α0 = 1.1αinst. 
 
Mapping Kc on an instantaneous time scale 
 
In the preceding sections, εa, εo, αinst, α0, T0, Ta, K↓, and NDVI have been calculated. 
To solve Kc by means of Eq. (4.18), the required input data are: K↓, Kn, Ln, and G. 
The formulations required to solve these input parameters are indicated below:  
 
Kn = f (K↓, αinst)  Eqs. (2.5) and (4.5) 
 
Ln = f (εa, T0, Ta)  Eq. (4.23) 
 
G = f (T0, NDVI, α0, αinst)  Eq. (4.4) 
 
Applying Eq. (4.18), the resulting Kc map and its histogram are displayed in Figs. 5.4 
and 5.6. 
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Fig. 5.4  Crop coefficient (Kc) map 

corresponding to the area 
of study calculated by 
using Eq. (4.18). This map 
is obtained for the 
LANDSAT-TM image 
corresponding to the 9:45 
hour local time of 21 
January 1995. The white 
color corresponds to non-
irrigated areas. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 5.5   Crop potential evapotran- 
spiration (ETc) map 
corresponding to the area 
of study calculated by 
using P-T equation. This 
map is obtained for the 
LANDSAT-TM image 
corresponding to the 9:45 
hour local time of 21 
January 1995. The white 
color corresponds to non-
irrigated areas. 
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Fig. 5.6     Histogram of Kc on an instantaneous time scale, based on the LANDSAT-TM data of  9: 45 

hour  local time of 21January 1995. 
 
 
Mapping ETC on an instantaneous time scale  
 
Except the term ‘∆/(∆+γ)’, all the other parameters required to calculate ETc as per 
Eq. (4.20) have been solved in the preceding sections. The term ‘∆/(∆+γ)’ is 
exclusively a function of air temperature, and it is solved using Eqs. (4.7) and (4.9). 
The unit of ETc is converted from W m-2 to mm hr-1 using latent heat of vaporization 
(Eq. 4.10). The resulting ETc map is depicted in Fig. 5.6. It is learnt from the 
histogram of ETc that its mean and standard deviation are 0.58 mm/hour and 0.07 
mm/hour, respectively. 
 
Kc in relation to other state variables  
 
Table 5.4   Correlation (r) between Kc and other state variables 
State variables      r 
Crop albedo -0.967 
Surface temperature -0.621 
NDVI -0.014 
 
Table 5.4 shows that the spatial differences of Kc are strongly linked to crop albedo 
and surface temperature than to NDVI. Choudhury et al.  (1994) explains that  
uncertainties in relating Kc to NDVI can arise from variabilities in soil, crop, and 
atmospheric characteristics, being confirmed from Table 5.4. In fact, it can also be 
inferred from Eq. (4.18) that Kc is a strong function of albedo and surface 
temperature. Some studies have reported that Kc, for a certain crop, is related to its 
NDVI (e.g. Neale et al., 1996). The result of this study does not contradict such 
results for the simple reason that only spatial variation, not temporal variation, is 
considered in filling up Table 5.4.  
 
Based on the produced maps, it is also attempted to develop an empirical equation 
relating Kc to albedo and surface temperature [oC], the resulting first order equation 
(R2 = 0.91, RMSE = 0.038) reads: 
 
 459.1005.0436.1 0 +−−= TK instc α         [-] (5.14) 
 
It can be seen in Eq. (5.14) that the signs of the coefficients α0 and T0 are both 
negative, implying that Kc is inversely related to them.  
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5.1.4 Estimating Kc and ETc parameters, on a daily time scale 
 
Daily incoming shortwave radiation (K↓24) 
 
K↓24 can be expressed as: 
 

TOA
sw KK 24
'

2424 ↓↓ = τ             [W m-2] (5.15) 
 

Where, '
24swτ  is the daily single-way transmittance in the shortwave range, and TOAK 24↓  

is the daily extraterrestrial solar radiation. The formulation of TOAK 24↓  is outlined in 
Annex E. For date: 21 Jan. 1995, and latitude: 00 48’ 19.22”, TOAK 24↓  = 431.02 W m-2. 
Since neither transmittance nor sunshine hour data is available, an attempt is made to 
see if it is possible to derive '

24swτ  from '
swτ , since the latter is already known. The 

instantaneous transmittance values at the time of LANDSAT overpass are compared 
with the daily values, using the Ndabibi data set (which covered another period of 
time), in Fig. 5.7. 
 

Fig. 5.7    Comparison of '
swτ  at 9:45 and '

24swτ  

 
It can be seen from Fig. 5.7 that although '

swτ  and '
24swτ , in general, follow similar 

trends, the relationship between the two is not adequate to predict values from one 
another. For instance, for '

swτ  = 0.59, the figure shows that '
24swτ  values can vary from 

0.28 to 0.66. One way of reducing the scatter could be to segment the transmittance 
values using    the    cloudiness     information obtained at 13:40. This specific time is 
chosen in light of the fact that the cloudiness information at this time can be obtained 
from public domain NOAA-AVHRR data. This technique could not be employed here 
in lack of NOAA-AVHRR data, for date 21 Jan. 1995, on Internet. 
 
Another possible way of segmentation is by use of months. Since January has the 
least cloud cover (Fig. 3.2), the maximum value from the aforementioned '

24swτ range, 
i.e. 0.66, seems a plausible assumption. This yields, K↓24 = 284.473 W m-2. 
 
Daily net shortwave radiation (Kn24) 
 
Kn24 is given by: 

y = 0.4744x + 0.2453
R2 = 0.42
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 24024 )1( ↓−= KK n α             [W m-2] (5.16) 
 
The method of obtaining α0 has been addressed in Section (5.1.3).  
 
Daily net longwave radiation (Ln24) 
 
Ln24 is solved using the modified Slob equation as depicted in Eq. (4.33). In this 
equation K↓24 and TOAK 24↓  are required as inputs. For K↓24 = 284.473 W m-2, and TOAK 24↓  = 
431.02 W m-2, Ln24 = -90.33 W m-2. 
 
Mapping Kc on a daily time scale 
 
All the parameters required to solve Eq. (4.22) are computed in the preceding 
sections. The resulting Kc map is displayed in Fig. 5.8. The mean and standard 
deviation of Kc are computed to be 1.02 and 0.13, respectively. According to the Kc 
Table prepared by Doorenbos and Pruitt (1977), the obtained Kc range indicates “full-
cover” crops. 
 
Mapping ETC on a daily time scale  
 
All the parameters which are required to solve Eq. (4.20) have been worked out in the 
foregoing sections. The resulting ETc map is displayed in Fig. 5.9. The mean and 
standard deviation of ETc are computed to be 4.46 mm/day and 0.56 mm/day, 
respectively. The mean ETc value is compared with the average pan evaporation data 
for January 21st collected in the Naivasha Meteorological station which is located 
about 3 km from the study area. The average pan evaporation for this date, for a 
duration of 1958 to 1991, is computed to be 5.46 mm/day, which results in a pan 
coefficient of 0.82 when compared to the ETc computed from LANDSAT-TM. The 
obtained pan coefficient seems an acceptable value.  
 
5.1.5 Comparison of Instantaneous and Daily Estimates   
 
Temporal variability of Kc  
 
In the previous sections, Kc maps have been produced for two cases: (1) at 9:45 local 
time, and (2) on a daily basis. To be able to determine the variations of Kc in terms of 
ranges of percentages, the Kc values are sliced into classes having uniform widths of 
0.05 and 0.10. The resulting sliced Kc maps are then crossed with the Kc map obtained 
for '

24swτ = 0.66, after which confusion matrices are calculated. The comparison of the 
two maps, which is depicted in Table 5.5, shows that in about 90 % of the cases, the 
difference between Kc’s at 9:45 and daily ones is within 10 %. It seems that Kc is not 
highly temporally unstable. From remote sensing perspective, this is another big 
advantage of Kc over the ‘Penman-Monteith’s resistance’ approach. Since the 
parameters involved in the latter approach are highly temporally unstable, even if all 
the required ground-based data are collected during the satellite overpass time, 
extrapolation of these parameters to daily totals is difficult.  
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Fig. 5.8    Crop Coefficient (Kc) map on a  
 daily basis calculated by using  
 Eq. (4.22). This map is obtained 
  for  21 January 1995. The white  
  color corresponds to non- 

 irrigated areas. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 5.9  Crop potential evapotranspiration 
              (ETc) map for 21 January 1995.  
              The white color corresponds to  
              non-irrigated areas. 
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Table 5.5   Results of the confusion matrices comparing Kc at 9:45 with daily value for two cases of Kc 
class widths: (a) 0.05,and (b) 0.10  

Kc class width  
0.05 0.10 

Average accuracy (%) 38.37 89.28 
Average reliability (%) 35.79 79.79 
Overall accuracy (%) 48.73 88.71 
Average accuracy is calculated as the sum of the fraction of the correctly matching pixels for each Kc 
class (of Kc at 9:45) divided by the number of Kc classes, average reliability is calculated as the sum of 
the fraction of the correctly matching pixels for each Kc class (of  Kc on a daily basis) divided by the 
number of Kc classes, and overall accuracy is calculated as the sum of all correctly matching pixels 
(diagonal elements) divided by the total number of pixels, but all are converted to percentages 
afterwards. 
 
ETc: Instantaneous vis-à-vis daily 
 
Comparison of the instantaneous ETc with the daily ETc reveals that, 
 
 )()( 78.0 instcdailyc ETET ≅                   [mm day-1] (5.17) 
 
The additional inst subscript represents characteristic values at instantaneous time (in 
this case at 9:45) and the additional daily subscript represents the same but for 
integrated daily. The formula from Jackson et al. (1983), which relates the temporal 
trend of solar radiation throughout the daylight period with the latent heat flux, reads 
as: 
 
 )]}/sin(/[2{)()( NtNETET iinstcdailyc ππ=                 [mm day-1] (5.18) 
 
Where, N is the day length and ti is the time starting at sunrise. For mid-morning and 
for this time of the year, the values of N and ti yield: 
 
 )()( 90.0 instcdailyc ETET =       [mm day-1] (5.19) 
 
Eq. (5.19) assumes that the ratio between instantaneous- and daily solar radiation is 
equal to the ratio between instantaneous- and daily evapotranspiration. This 
assumption is proved to overestimate ETc(daily) by 15 %, when compared to Eq. (5.17).  
 
Comments on the operational applicability of TM 
 
One should be aware that the determination of time series Kc and ETc from 
LANDSAT-TM requires cloud-free images. However, such cloud-free images are not 
always available and this is especially true in the wet seasons. Moreover, the cost 
incurred in acquiring TM images is usually prohibitive.  
 
5.2 NOAA-AVHRR Application  
 
5.2.1 Introduction 
 
High temporal resolution coupled with low cost of data acquisition make the NOAA-
AVHRR data suitable for evapotranspiration studies at a sufficiently large scale. 



LANDSAT-TM and NOAA-AVHRR Applications 
 
 

 46

When the size of the irrigation scheme considered is small, like that of the study area, 
the adequacy of the NOAA-AVHRR data is questioned. Especially, this problem 
becomes very serious when an attempt is made to map Kc and ETc because the data 
demanded in either case must fully represent irrigated areas. In other words, the 
knowledge of the proportion of nonirrigated areas within the pixel size of NOAA-
AVHRR can lead to a judgement whether the demands can fully be met by AVHRR. 
 
Data Acquisition 
 
NOAA-AVHRR data is available free of costs on Internet. This global data set 
consists of 10-day composites, for the period between April 1992 to October 1993 and 
February 1995 to May 1996. The available channels and the method of compositing 
are described in Annex G. The relevant channels (or bands) are downloaded for the 
period between February 1995 and January 1996.  
  
5.2.2 Proportion of irrigated areas within the pixel size of NOAA-AVHRR 
 
To determine the proportion of irrigated areas within the pixel size of NOAA-
AVHRR, one of the considered options is the fractional vegetation cover approach. 
According to Choudhury et al. (1994), the fractional vegetation cover (Vc) can be 
expressed as: 
 

 
)(
)(

sd

s
c SAVISAVI

SAVISAVI
V

−
−

=           [-] (5.20) 

 
Where, the subscripts s and d refer to soil without vegetation and dense canopy, 
respectively. 
 

 
5.0
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−=

VISNIR
VISNIRSAVI          [-] (5.21) 

 
Here, VIS and NIR are the reflectance in the visible and near-infrared ranges, 
respectively. It is learnt from the SAVI map produced for one of the AVHRR images 
and the false color composite of the LANDSAT-TM image that the landuse/landcover 
in the vicinity of the irrigated plots is not mostly bare, rather it is rainfed agriculture 
or shrubs and trees. This implies that the fractional vegetation cover, if applied to 
AVHRR data, does not indicate the proportion of irrigated areas. Moreover, since 
different crop types are likely to be encompassed by a single AVHRR pixel, it is 
difficult to assign the appropriate values of SAVId and SAVIs.  
 
The other considered option is the blowing up of the pixel size of LANDSAT-TM 
imagery to that of NOAA-AVHRR. First, the map showing the irrigated areas 
classified using the LANDSAT-TM imagery is taken as the base map. All the 
irrigated pixels identified on this base map are given a DN value of 255, while all the 
rest pixels receive a DN value of 0. This map is then aggregated and resampled to a 
size of 1.1 km by 1.1 km, a spatial resolution that can be obtained from NOAA-
AVHRR at nadir view. From this image, pixels that have high DN values are selected 
in such a way that their total area amounts to about 35 Km2, which is the size of the 
total irrigated area delineated on the base map. The resulting map shows that the DN 
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values observed over the irrigated areas vary from 79 to 118. The ratio of these DN 
values to 255, then, yields the proportion of irrigated areas within the pixel size of 1.1 
km by 1.1 km. Applying this technique, the proportion of irrigated area within the 
pixel size of 1.1 km by 1.1 km is computed to be within the range of 31 %  to 58 %. 
These values are the maximum that can be expected at nadir view condition. The 
actual proportion is, in fact, usually less than the computed one, due to the high 
possibilities of off-nadir viewing conditions. Gutman (1991) shows that close-to-nadir 
observations occur not more often than four times a month. Moreover, to be selected, 
these observations have to be cloud- and haze free. The off-nadir angle (φview) can be 
directly calculated from the satellite zenith angle (channel 7) using the following 
trigonometric relationship: 
 

 
]/1[

sin
sin

RH
s

view +
=

φ
φ            [-] (5.22) 

 
Where, φs is the satellite zenith angle, H is the satellite altitude ( ≈ 850km), and R is 
the radius of the earth ( ≈ 6370 km). Table 5.6 shows that the possibility of having 
cloud-free near-nadir viewing conditions (φview < 200), in a 10-day-composite data set, 
is 1/12. 
 
From the above discussion, it can be concluded that the proportion of nonirrigated 
areas within the pixel size of NOAA-AVHRR is so significant that the pixel can not 
be treated as a homogeneous irrigated area.  
 
Table 5.6   The satellite-target geometry under clear sky conditions 

Average off-nadir angle [deg] 
during decades: 

Average off-nadir angle [deg] 
during decades:  

Month 

1 2 3 

Month 

1 2 3 
February -42, -47 -25 August 31 -24  33 
March  37  30  30 September 23 -15 -37 
April  35 -46 -41 October 31 -37 -40 
May -33 -31 -43 November 48  37  40 
June  24 -20  29 December 34 48 -43 
July -15  40 -29 January -42 -8 -34 
 
 
Possible solutions? 
 
One of the prerequisite conditions to implement the validated Kc and ETc equations is 
that the remote sensing input data must represent solely irrigated areas. However, the 
foregoing section proves that the pixel size of AVHRR contains largely nonirrigated 
areas. Is there any possible way of applying the validated equations to partly irrigated 
areas? 
 
(i) Spatial extrapolation of Kc 
 
The famous Kc curve, developed by Doorenbos and Pruitt (1977), reveals that Kc, in 
time dimension, is mainly a function of the vegetal cover of irrigated plants. Can the 
same concept be extended to the space dimension? The first challenge stems from the 
difficulty in mapping the vegetal cover of irrigate plants (Vc,irr) from AVHRR. Had 
the nonirrigated areas been mainly bare fields, Vc,irr would have been approximated as 
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Vc, unfortunately, the presence of considerable nonirrigated vegetal cover poses 
difficulty in mapping Vc,irr. Another challenge is the setting of Kc values for 
extrapolation, namely, Kc for bare soil (Ks), and Kc for dense canopy (Kd). Ks can be 
assumed to be 0.05 (Allen et al., 1996b), however, in the absence of a single pixel 
representing fully irrigated areas, the estimation of Kd becomes difficult. One may 
suggest that the Kd value obtained from the corresponding low resolution image (e.g. 
LANDSAT-TM) may be used. But in this case, the necessity of using AVHRR, if the 
low resolution image can serve the purpose, is questioned. Moreover, if there are 
different crop types in the area, it becomes even more difficult to assign appropriate 
Kd.  
 
(ii) The spatial decomposition approach  
 
This deals with the generation of the relevant  remote sensing input data required for 
Kc calculation, but on a subpixel basis. Over the past years, physical, mathematical, 
and geometrical models have been developed to decompose a mixed pixel to its pure 
subpixels (Boardman, 1993). The inputs of all these models consist of either the 
radiance values of some pure pixels or apriori knowledge on the proportion of 
subpixels for some of the pixels.  The absence of lower resolution data on the same 
date coupled with the lack of homogeneous irrigated pixels in the NOAA-AVHRR 
data make the decomposition of NOAA-AVHRR pixels difficult. Moreover, in this 
approach individual signatures of components are assumed constant over the region, 
which is not true in heterogeneous command areas.. 
 
From the discussion raised in the preceding section, it can be concluded, 
unfortunately, that for small scale irrigated areas, like that of the study area, the 
application of NOAA-AVHRR image is not feasible to determine Kc and ETc. The 
reason is attributed to the significant proportion of heterogeneous nonirrigated areas 
within the pixel size of NOAA-AVHRR.  
 
5.2.3 NOAA-AVHRR Application to Large Scale Irrigation Schemes 
 
To demonstrate the procedures which ought to be followed while applying the 
validated equations, part of the study area, 19 km by 27 km in size, is assumed to be 
fully irrigated excluding the Lake. The last dekadal image of May 1995 is 
downloaded from Internet for analysis. The preprocesssing operations applied on this 
image are described in details in Annex G.  
 
Estimating Kc and ETc parameters, on a daily time scale 
 
The formulations stated in Sections (5.1.3) and (5.1.4), except for albedo and surface 
temperature, are also applicable to AVHRR. This section discusses the methods for 
estimating albedo and surface temperature from NOAA-AVHRR.  
 
Surface albedo 
 
Daily average surface albedo (α0) can be calculated using the following three steps: 
(i) atmospheric correction of narrow-band albedo, (ii) extension of narrow- to 
broadband albedo, and (iii) extension of instantaneous broadband albedo to daily. The 



LANDSAT-TM and NOAA-AVHRR Applications 

 
 

49

atmospheric correction of narrow-band albedo is carried out using the Paltridge and 
Mitchell model, as described in Annex G.  
 
Extension of Narrow-  to Broadband albedo 
 
Because the AVHRR scanners measure reflectance in a few narrow-band channels, a 
conversion is needed so that these data may be used to estimate the broadband albedo. 
In previous work, linear relations between planetary narrow- and broadband albedo 
were developed (Li and Leighton, 1992; Wydick et al. 1987), however, for retrieving 
surface albedo, the same coefficients can not be used because the atmosphere 
attenuates the radiance in the visible- and infrared bands differently. 
 
 321 aNIRaVISainst ++=α                     [%] (5.23) 
 
Here, VIS and NIR are expressed in percentages. Reported values for ,, 21 aa and 3a are 
tabulated in Table 5.7. It is noted from this Table that more weight is given to the 
visible reflectance than to the near-infrared reflectance at the surface, while the 
reverse is found at the top of the atmosphere.  
 
Table 5.7   Narrow- to broadband albedo conversion constants 

Surface broadband albedo Planetary broadband albedo 
Parameter Valiente et al. 

(1995) 
Stroeve et al. 
(1997) 

Li and Leighton 
(1992) 

Wydick et al. 
(1987) 

1a  0.545 0.655 0.389 0.347 

2a  0.320 0.216 0.452 0.650 

3a  0.035 4.123 4.530 0.746 

 
For surface albedo computation, the two mentioned studies have reported different 
coefficients, which probably suggests that the constants could be site-specific. Both 
the Valiente and Stroeve algorithms have been applied on the current image, and the 
summary of the statistics of the resulting surface broadband albedo values is shown in 
Table 5.8. The Table indicates that the Stroeve algorithm tends to give higher values 
than the Valiente, but in general, both algorithms seem to yield lower albedo values 
than is expected (some doubts being casted to the assumptions involved while doing 
atmospheric correction). It appears that there is still difficulty in obtaining accurate 
broadband surface albedo from NOAA AVHRR reflectance. 
 
Table 5.8   A summary of the statistics of the resulting surface broadband albedo values computed 
using different algorithms   
Parameter Valiente et al. (1995) Stroeve et al. (1997) 
Mean (%) 12.58 15.85 
Median (%) 12.87 15.62 
 
Extension of instantaneous- to daily albedo  
 
The daily albedo (α0) is usually computed as the arithmetic mean of the instantaneous 
albedo values covering a span of daytime, i.e. from sunrise to sunset, but only one 
instantaneous value is obtained from AVHRR image. Larson and Barkstrom (1977) 
suggest that if the instantaneous albedo value is known at any one point in time, then 
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it can be extrapolated to any other time during that day as a function of solar zenith 
angle. 
 

 
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Where, '

instα  is the reference albedo. The solar zenith angle data is available in 
AVHRR channel 8. '

instα  can be computed from αinst obtained using AVHRR, and it 
remains constant during the day. However, the following two points should be 
heeded: 
 
(i) It seems more convincing to compute α0 as a weighted mean of the instantaneous 
albedo values, rather than an arithmetic mean. The weights must be derived from the 
incoming solar radiation. However, there is still a problem of obtaining proper value 
of incoming solar radiation at each instant, mainly because the transmittance is 
changing each time. Chen and Ohring (1984) argue  that  for a clear  sky day, if the 
transmittance at any one point in time is determined, then it can be extrapolated to any 
other time during that day as a function of solar zenith angle. However, field 
measured transmittance data reveal that during the average conditions of May, the 
problem of intermittent clouds is so significant that the change in transmittance can 
not be explained by only solar zenith angle variation (Fig. 5.10). 
 
 
 
 
 
 
 
 
 
 
 

Fig. 5.10   Daytime variation of tranmittance, for average condition of May. 
 
(ii) Eq. (5.24) assumes that the relative change in the instantaneous albedo values 
within a day is a function of only solar zenith angle. However, it is known that the 
effects of diffuse- and direct sky radiation on instantanoeus albedo are quite different. 
In other words, Eq. (5.24) should be improved to encompass the cloudiness condition 
of the sky. What about the effect of land cover? It is evident from directional 
reflectance model theories that different types of surface cover are not equally 
affected by the change in solar zenith angle. 
 
Land surface temperature (T0) 
 
Since NOAA-AVHRR acquires data in two spectral bands within the thermal infrared 
window region, the split-window correction technique can be used to determine 
surface temperature. This technique corrects for atmospheric effects based on the 
differential absorption properties of water vapor in two spectral bands (Becker and Li, 
1995). Most split-window algorithms give the surface temperature, T0, as a linear 
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combination of the brightness temperatures measured in channels 4 and 5, i.e. T4 and 
T5: 
 52410 TATAATo ++=            [K] (5.25) 
 
Where A0, A1, and A2 are local coefficients which depend on the atmosphere state and 
spectral emissivities of the surface (Vazquez et al., 1997). Since the local coefficients 
are not available for the study area, reported local coefficients have been consulted. 
Table 5.9 summarizes some of the relevant split-window algorithms. Intercomparison 
of the different algorithms may be one of the possible indications of the relative value 
of these algorithms. The algorithms listed in Table 5.9 are applied to the last dekadal 
image of May 1995, and the summary of the statistics of the resulting surface 
temperature values is given in Table 5.10.   
 
Table 5.9   Summary of Split-Window Algorithms  
Reference(s) Algorithms 
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Sobrino et al. 
(1993) 

)(53)1(53)(46.0)(06.1 544
2
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Ulivieri et al. 
(1994) 

)(75)1(48)(8.1 545440 εεε −−−+−+= TTTT  

Coll et al. (1994) )(200)1(5018.0)(13.2 5445440 εεε −−−++−+= TTTT  

Malik (1998) )1)(5.1(1
54425.00 +−+= TTTT

ε
 

Caselles et al. 
(1998) 

)(120)1(409.0)(25.2 545440 εεε −−−++−+= TTTT  
 

608.0619.14 −= εε ,    458.0467.15 −= εε (for vegetation) (Source:- Coll et al., 1994) 

 
The results of the intercomparison indicate that: 
 
(i) The difference between some algorithms can reach up to 6.5 K, therefore 

indiscriminate use of the algorithms is not advocated;  
(ii) P, V, PP, and S algorithms give higher but comparable results (within 1 K, on an 

average), U, and M give lower but comparable results (within 1 K), UC, C1 and 
C2 give systematic overestimation of about 4 K with respect to UC. 
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Table 5.10   Summary of statistics of surface temperature, computed using various split window 
algorithms 
Method Abbrev. Mean (K) Median (K) 
Price (1984) P 307.2 308.5 
Ulivieri et al. (1985) UC 304.2 305.5 
Vidal (1991) V 306.7 308.2 
Prata and Platt 
(1991) 

PP 306.2 307.3 

Sobrino et al. 
(1993) 

S 306.9 307.8 

Coll et al. (1994) C1 304.6 305.6 
Ulivieri et al. 
(1994) 

U 300.7 301.8 

Malik (1998) M 301.7 302.6 
Caselles et al. (1998) C2 304.1 304.4 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



Conclusions and Recommendations 

 
 

53

 

6. 
 

Conclusions and Recommendations 
 
 
6.1 Conclusions 
 
The main objective of this study, as stated in Chapter 1, is to test a methodology to 
determine regional scale crop coefficients analytically using remote sensing. By using 
field-validated Priestley-Taylor equation for ETc and ETref, this study has come up 
with Kc equations both on instantaneous and daily temporal scales. To execute the Kc  
equations, remote sensing data and limited ground-based data are required. The 
comprehensive analysis of this study demonstrates that satellite data, which have 
suitable spatial resolution, in combination with limited ground-based data can be 
utilized to determine regional scale crop coefficients analytically without the prior 
knowledge of crop type and stage of growth. 
 
Kc Equations 
 
- The derived Kc equations, on instantaneous and daily temporal scales are stated in 

Eqs. (4.18) and (4.22), respectively; 
- To execute the Kc equations, the required input data must be collected from 

irrigated areas which satisfy the following two conditions: (i) irrigated areas must 
be large enough to minimize the effect of advection, and (ii) irrigated areas must 
bear crops which are not suffering from water-deficit; 

- To calculate instantaneous Kc, the required ground data are: atmospheric 
shortwave trasmittance, air temperature at screen height, and surface temperature; 

- To calculate Kc on a daily scale, the necessity of ground data is reduced to a 
minimum: only atmospheric shortwave trasmittance is required. 

 
Application of Kc Equations to satellite data 
 
(a)  LANDSAT-TM data 
- For small scale irrigated areas, like that of the study area, the spatial resolution of 

LANDSAT-TM data is suitable; however, its temporal frequency and the cost 
associated in procuring the data might be prohibitive; 

- Analysis of a single LANDSAT-TM data shows that Kc, on an instantaneous time 
scale, can be written as a first order function of surface albedo and surface 
temperature. 

 
(b)  NOAA-AVHRR data 
- High temporal resolution coupled with low cost of data acquisition make the 

NOAA-AVHRR data operationally applicable for the calculation of Kc over large 
scale irrigated areas. However, for small scale irrigated areas, like that of the study 
area, the spatial resolution of NOAA-AVHRR is not sufficient for the calculation 
of Kc. The reason is mainly attributed to the significant proportion of 
heterogeneous nonirrigated areas within the pixel size of NOAA-AVHRR; 
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- The adequacy of NOAA-AVHRR to calculate Kc is determined by the proportion 
of irrigated areas within the pixel size of NOAA-AVHRR. To determine the 
proportion of nonirrigated areas within the pixelsize of NOAA-AVHRR, this 
study suggests the following two step-procedure: (i) the blowing up of the pixel 
size of LANDSAT-TM to that of NOAA-AVHRR at nadir, and (ii) the calculation 
of off-nadir angle using Eq. (5.22). 

 
6.2 Recommendations 
 
For the first time, this study has tested the methodology of analytically determining 
Kc from remote sensing by using suitable mathematical expressions for ETc and ETref. 
As stated in Section (6.1), the method described makes it possible to calculate Kc 
from remote sensing, as given in this study. However, since this study has been 
carried out with a limited data set under a particular set of environmental conditions, 
further study is necessary to extend this approach to broader set of environmental 
conditions.  
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ANNEX A Statistical Methods used for Assessing Association 
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Where, Z is the number of data pairs, di is the difference between the values estimated  
using two methods, and 

i
d  is the difference between the mean and the other values 

calculated by the reference method. 
 
The coefficient of determination (Ro

2) is the regression coefficient of the equation that 
is forced to pass through the origin, Y = aX1. Thus, it provides an indication of the 
closeness of the data points to the line of best fit forced to pass through the origin. 
Whereas, the efficiency factor (E) gives an indication of the closeness of the data 
points to the 1:1 line in the X-Y plot. A value of R2, Ro

2, and E close to unity indicates 
a high degree of association between the two variables. The RMSE provides 
information on the short-term performance of a model by allowing a term by term 
comparison of the actual difference between the predicted value and the measured 
value, while the MBE provides information on the long-term performance of a model. 
 
Although the above indicators provide generally a reasonable procedure for model 
comparison, they do not indicate objectively whether model performances are 
statistically significant. Thus, this analysis involves an additional statistical indicator: 
the t-statistic. The t-statistic is especially used here because of its less sensitivity to 
different types of distributions (Moore, 1997). The smaller the value of t, the better 
the model’s performance is.  The critical t value, t-critical, is obtained from standard 
statistical tables, for a certain level of significance (∀) and degrees of freedom (Z-1). 
In order for the model’s estimates to be judged statistically significant at the 1-∀ 
confidence level, the calculated t value must be less than the critical t value. The level 
of significance can vary between 0 and 1, but is usually 0.005 or 0.01 (Jacovides and 
Kontoyiannis, 1995). In the present study, the level of significance is chosen to be ∀ = 
0.005.     
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Annex B    Derivation of a simplified empirical equation for estimating crop                   
potential evapotranspiration 

 
To simplify crop potential evapotranspiration  (ETc) equation, the possibility of 
relating ETc to only To and K↓ has been considered. The first trial was to establish 
linear regression equations between these parameters, and then these equations were 
tested on another data set. The resulting values were not acceptable. Hence, another 
way of approaching this problem is considered in the following way:  
 
Caselles and Delegido (1987) related ETref to K↓ and Ta in such a form: 
 
 ETref = a Ta K↓

 + b K↓ + c              [W m-2] (B.1) 
 
A possible extension of this equation for estimating ETc has been attempted. In the 
above equation, the empirical coefficients which express the influence of K↓ on ETref 
can be retained in ETc, since K↓ is independent of the type of crop. However, the 
expression for the influence of Ta on ETref should be modified when it is applied to 
ETc (because of differences in albedo). Hence, the correction for the effect of Ta on 
ETc (due to change in albedo) has been incorporated in c. Thus Eq. (B.1) becomes: 

ETc = a Ta K↓
 + b K↓ + f (Ta)                        [W m-2] (B.2) 

 
The formulation for f (Ta) has been carried out in such a way: the Priestley-Taylor 
equation for estimating ETc reads as a product of ∆/(∆+γ), which is a first order 
equation of temperature, and some other variables including temperature itself. This 
implies that, the effect of temperature on ETc may be expressed in an equation which 
has more than one order. It is assumed that f (Ta) is a second-order equation: 
 
 f (Ta) = cTa

2 + dTa + e                         [W m-2] (B.3) 
 
Combining Eqs. (B.2) and (B.3), substituting the air temperature by surface 
temperature, and introducing new empirical coefficients results in: 
 
 EDKCTKBTATET ooc ++++= ↓↓0

2              [W m-2] (B.4) 
 
Using the data collected in the chilli field, the corresponding ETc values are calculated 
by means of E-R equation and then these values are used to calibrate the empirical 
coefficients involved in Eq. (B.4). The resulting coefficients read: 
 
A = 0.04, B = -0.0052, C = -8.65, D = 0.882, and E = 123.571. 
 
Eq. (B.4), with the above empirical coefficients, has then been applied to squash and 
bean fields. The obtained results are then compared with those estimates made using 
E-R equation, as shown in Fig. B.1. The mentioned statistical indicators reveal that 
there is a very good agreement between the two estimates.  
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        (a) Squash      (b) Bean  
 

        (c) Chilli 
 

Fig. B.1   Comparison of instantaneous ETc estimates made by  Energy Residual equation and Eq. 
(B.4) over   (a) Squash, (b) Bean, and (c) Chilli fields. The value of t-critical in all plots is 
about 2.8.  
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ANNEX C Testing Transmittance Models 
 
The reliable transmittance data, which are used to test the applicability of different 
models, are calculated using the following equation: 
 

 TOAsw K
K

↓

↓='τ               [-] (C.1) 

 
Data on K↓ are taken from the measurements performed at Ndabibi, while the 
corresponding TOAK↓  are calculated using Eq. (E.8). 
 
The Hottel’s model. This model is well described by Duffie and Beckman (1991). The 
atmospheric transmittance is given in the form: 
 
 )cos/exp(10

'
zsw kaa θτ −+=            [-] (C.2) 

 
For tropical climate, the constants 10 ,aa , and k are given as: 
 
 2)6(0078.04025.0 Aao −−=            [-] (C.3) 
 
 2

1 )5.6(0058.04954.0 Aa −+=           [-] (C.4) 
 
 2)5.2(0190.02765.0 Ak −+=           [-] (C.5) 
 
Where, A is the altitude in km. 
 
For the period covered by the Ndabibi data set, the atmospheric transmittance values 
are modelled using Eq. (C.2) through Eq. (C.5), and compared with the calculated 
ones from Eq. (C.1), as shown in Fig. C.1a. This figure shows that there is no good 
agreement between the measured and calculated transmittance values. 
 
 
 
 
  
 
 
 
 
 
 
 

(a) (b) 
Fig. C.1   Comparison of transmittance values calculated from Eq. (C.1) and modelled using (a) 

Hottel’s model, and (b) Bolsenga’s model. 
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The Bolsenga’s model. This model is well described by Dingman (1994). For clear 
sky conditions, the atmospheric transmittance is estimated as: 
 

 dustsasw γττ −='
                                  [-] (C.6) 

 
Where, saτ  is the transmittance due to scattering and absorption by water vapor and 
the constant atmospheric gases, and dustγ  is the attenuation due to dust. The following 
empirical equations are used to estimate saτ : 
 
 )exp( optsasasa Mba +=τ            [-] (C.7) 
 
 psa Wa 0207.0124.0 −−=                   [cm] (C.8) 
 
 psa Wb 0248.00682.0 −−=                   [cm] (C.9) 
 
 )0641.0exp(12.1 dp TW =                 [cm] (C.10) 
 

 
)ln(00421.00805.0

810.1)ln(

a

a
d e

e
T

−
−

=       [0C] (C.11) 

 
Where Td is the surface dew point, Wp is the precipitable water content, and Mopt is 
the optical air mass. Mopt can be found as a function of latitude and declination from 
the figure provided by Dingman (1994). dustγ  values for remote stations are suggested 
to be from 0.0 to 0.05. Using Eq. (C.7) through Eq. (C.11), transmittance values are 
modelled, and compared with the calculated ones from Eq. (C.1). Fig. C.1b depicts 
the result of the comparison. As can be seen from this figure, the Bolsenga’s model is 
not suitable to model transmittance properly. One reason for the failure of the Hottel’s 
and Bolsenga’s models to yield reasonable estimates of transmittance can be ascribed 
to the unpredictable nature of water vapor and aerosols. Thus, few parameters like 
zenith angle and air temperature data alone can not explain the differences in 
transmittance. 
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ANNEX D Derivation of an empirical equation for estimating daily net 
longwave radiation (Ln24) 

 
Ln24 can be represented by the following radiation law: 
 
 4

24 )( an TfL σε′−=                            [W m-2 day-1] (D.1) 
 
Where f = adjustment for cloud cover, and ε’ is the net emissivity between the 
atmosphere and the ground.   
 
The net emissivity (ε’) can be estimated from Brunt (1932): 
 
 ε’ = ae + be de                  [k Pa] (D.2) 
 
Where ae and be are correlation coefficients, and ed is the actual vapor pressure. 
Doorenbos and Pruitt (1977) suggested the following values for average conditions: 
 
 ae = 0.34     and    be = -0.14 
 
The cloudiness factor (f) in Eq. (D.1) can be estimated using solar radiation data from  
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Where ca  and cb  are longwave radiation coefficients for clear skies (sum=1), and 
K↓24o is the solar radiation for clear skies with n/N=1.  
 
Doorenbos and Pruitt (1977) recommended the following values for ca  and cb : For 
arid areas, ac = 1.35, and bc = -0.35; for humid areas, ac = 1.00, and bc = 0.00. 
 
Since the study area lies between the two climatological conditions, average values of 

ca and cb  have been taken, i.e., ca  = 1.175, and cb  = -0.175. 
 
f can further be written as (Shuttleworth, 1993): 
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Where n is bright sunshine hours per day, N is total day length, as is fraction of 
extraterrestrial radiation on overcast days (n = 0), and as + bs is fraction of 
extraterrestrial radiation on clear days. The following values are recommended for 
Kenya, as = 0.24 and bs = 0.59 (Dorrenbos and Pruitt, 1977).  
 
For ca  = 1.175, cb  = -0.175, sa = 0.24, and sb = 0.59, Eq. (D.4) reduces to: 
 
 Nnf /835.0165.0 +=           [-] (D.5)
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ANNEX E  Extraterrestrial Solar Radiation 
 
The formulations required to solve extraterrestrial solar radiation ( TOAK↓ ), which are 
taken from Iqbal (1983) and Duffie and Beckman (1991), are given in this section.  
 
Day angle  (Γ) 
 
 365/)1(2 −=Γ ndπ      [rad] (E.1) 
 
Where, dn is the day number of the year, ranging from 1 on 1 January to 365 on 31 
December. 
 
Eccentricity correction factor (E0) 
 

E0 = 1.000110 + 0.034221 cosΓ + 0.001280 sinΓ 
        + 0.000719 cos2Γ + 0.000077 sin2Γ         [-] (E.2) 

 
Solar declination (δ) 
 
 δ = (0.006918 – 0.399912 cos2Γ + 0.070257 sinΓ 

- 0.006758 cos2Γ + 0.000907 sin2Γ 
- 0.002697 cos3Γ + 0.00148 sin3Γ)(180/π )   [deg] (E.3) 
 

Equation of time (Et) 
 
 Et = (0.000075 + 0.001868 cosΓ – 0.032077 sinΓ 
        -  0.014615 cos2Γ – 0.04089 sin2Γ )(229.18)         [min] (E.4) 
 
Solar time 
 
 Solar time = 4(Lst – Lloc) + Et + standard time    [min] (E.5) 
 
Where, Lst and Lloc are the standard- and the observer’s longitudes.   
 
Solar zenith angle ( θz) 
 
 ωφδφδθ coscoscossinsincos +=z                     [-] (E.6) 
 
Where, ω is the hour angle, and φ is the geographic latitude. 
 
The hour angle, ω. It is the angular displacement of the sun east or west of the local 
meridian due to rotation of the earth on its axis at 150 per hour, morning negative, 
afternoon positive.  
  
Sunrise hour angle (ωs) 
 
 )tantan(cos 1 δφω −= −

s       [deg] (E.7)
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Extraterrestrial solar radiation on an Instantaneous time scale 
 

TOAK↓ = IscEo (sinδsinφ + cosδcosφcosω)           [W m-2] (E.8)
      

Where, Isc is the solar constant  (Isc = 1367 W m-2, with an uncertainty of the order of 
1%).  
 
Extraterrestrial solar radiation on a daily time scale 
 
 ]tan)180/[(sinsin)/24( 024 sssc

TOA EIK ωωπδφπ −=↓          [W m-2] (E.9) 
Or 
 
 ]cos)180/([sincoscos)/24( 024 ssssc

TOA EIK ωωπωδφπ −=↓       [W m-2] (E.10) 
 
Extraterrestrial solar radiation on a daily time scale on a monthly mean daily time 
scale 
 
The monthly mean daily extraterrestrial radiation can be calculated with Eq. (E.9) 
using δ for the mean day of the month given in Table E.1. The calculated TOAK 24↓  
values, for the study area, are shown in Table E.2. 
 
Table E.1   Recommended average days for months and values of J by months 

    (Adapted from Duffie and Beckman (1991)) 
For the average Day of the Month 

Month dn for ith 
Day of month Date dn, Day of year  δ, declination 

January i 17 17 -20.9 
February 31 + i 16 47 -13.0 
March 59 + i 16 75   -2.4 
April 90 + i 15 105    9.4 
May 120 + i 15 135  18.8 
June 151 + i 11 162  23.1 
July 181 + i 17 198  21.2 
August 212 + i 16 228  13.5 
September 243 + i 15 258    2.2 
October 273 + i 15 288  -9.6 
November 304 + i 14 318 -18.9 
December 334 + i 10 344 -23.0 
 
 
Table E.2   Monthly average daily extraterrestrial radiation, W m-2 
Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec 
362 374 378 367 348 335 340 357 372 373 363 357 
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ANNEX F LANDSAT-TM Image Preprocessing 
 
F.1 Characterstics of the LANDSAT system 
 
LANDSAT-5 carries both the Multispectral Scanner Systems (MSS) and the 
Thematic Mapper (TM) sensors; however, routine collection of MSS data was 
terminated in late 1992. The LANDSAT-5 platform operates from a sun-synchronous, 
near-polar orbit, imaging the same 185 km ground swath every 16 days. A 
LANDSAT-5 TM scene has an instantaneous field of view (IFOV) of 30 m by 30 m 
in bands 1 through 5 and band 7, and an IFOV of 120 m by 120 m on the ground in 
band 6. The TM sensor has 7 bands, of which the wavelength range is from the 
visible, through the mid-IR, into the thermal-IR portion of the electromagnetic 
spectrum.  
 
Table F.1   LANDSAT 5 characteristics 
Spacecraft LANDSAT-5, operational since March 1, 1984 
Orbit Approximately 705 km, sun-synchronous 
Equatorial crossing time 0945 LST southbound 
Scan rate 420 lines per minute 
Data 8 bit binary 
Sensor TM 
 
F.2 Radiometric correction 
 
Radiometric correction deals with the conversion of raw digital numbers to radiance 
values. 
 
Individual TM channels are characterized by linear radiometric response function, 
which can be written as: 
 
 )()( DNGBL i +=λ               [mW cm-2 Sr-1] (F.1) 
 
 B = Minimum radiance 
 
 G = (Maximum radiance / 254) – (Minimum radiance / 255) 
 
Where Lλ(i) is the in-band spectral radiance value at the top of the atmosphere, B is the 
Bias, and G is the Gain. 
 
The Bias and the Gain values are calculated using the maximum and minimum 
radiance values, which are given in the header format of each TM image. For the 
current image, the radiance values are given in Table F.2. 
 
Table F.2 Radiance values in mW cm-2 Sr-1 (for date 21 January, 1995) 
Band Maximum radiance Minimum radiance 
1 1.059 -0.017 
2 2.612 -0.042 
3 1.640 -0.026 
4 2.950 -0.059 
5 0.684 -0.017 
6 1.524  0.124 
7 0.425 -0.009 
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The in-band spectral radiance value at the top of the atmosphere in unit of mW cm-2 
Sr-1 micron-1 can be calculated from the following equation: 
 

 
β
λ

λ
)(i

i

L
L =                      [mW cm-2 Sr-1 micron –1] (F.2) 

 
Where β is the detector band width. The band widths of the TM detectors are also 
available in the header format of each TM image. For the current image, the values 
are shown in Table F.3. 
 
Table F.3   Bandwidths in micron 
Band 1 Band 2 Band 3 Band 4 Band 5 Band 6 Band 7 
0.066 0.082 0.067 0.128 0.217 1.0 0.252 
 
F.3 Atmospheric correction, Visible and Infrared 
 
Computation of broadband surface albedo (αinst) 
 
Step 1: Computation of the incoming in-band spectral radiance values at the top of the 

atmosphere (Kλi). Kλi is given by: 
 

 
π

θλ
λ

zi
i

EsunE
K

cos0=               [mW cm-2 Sr-1](F.3) 

 
Where Esunλi is the incoming in-band spectral radiance at the top of the atmosphere at 
mean sun-earth distance, θz is the solar zenith angle, and E0 is the eccentricity 
correction factor. The equations required to solve the state variables involved in Eq. 
(F.3) are fully described in Annex E.  
 
For TM bands, the following values of Esunλi have been given by Markham and 
Barker (1987): 
 
Table F.4   Esunλi values in mW cm-2 Sr-1 

Band 1 Band 2 Band 3 Band 4 Band 5 Band 7 
195.8 182.8 155.9 104.5 21.9 7.5 
 
Step 2: Computation of broadband planetary reflectance at the top of the atmosphere 

(rp). 
 
The spectral planetary reflectance at the top of the atmosphere, rpλi, can be written as:  
 

 
i

i
ip K

L
r

λ

λ
λ =              [-] (F.4) 

 
rp is, therefore, formulated as: 
 
 ipip rWr λ∑=                          [-] (F.5) 
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The weights, Wi’s, are assigned as per the relative proportion of Esunλi. The 
calculated weights for each band are shown in Table J.5. 

 
Table F.5   Weights of TM bands as per Esunλi 
Band 1 Band 2 Band 3 Band 4 Band 5 Band 7 
0.293 0.274 0.233 0.156 0.033 0.011 
 
Step 3: The conversion of broadband planetary reflectance at the top of the 

atmosphere to broadband surface reflectance.  
 
The computation of broadband surface albedo (αinst) from the corresponding planetary 
reflectance at the top of the atmosphere requires the removal of the effect of the 
atmosphere. When data on atmospheric optical depth on the day and time of satellite 
overpass is not available, simple atmospheric correction procedures can be used. Two 
atmospheric correction methods have been considered here. 
 
The Knowledge-based method. In this method, surface albedos of known surfaces are 
taken from literatures, and compared with the corresponding planetary albedos. The 
chosen surface types and their albedos are shown in Table F.6. 
  
Table F.6   Albedos of l known surfaces 
Surface type Surface albedo from literature Planetary albedo from image 
Lake 0.06 0.03 
Cyprus 0.14 0.06 
 
A linear relation is assumed between the surface and planetary albedos in such a form: 
 
 barpinst +=α              [-] (F.6) 
 
Substitution of the tabulated values in the above equation yields the following values 
for a and b, 
 
 67.2=a , 02.0−=b  
 
⇒ 02.067.2 −= pinst rα             [-] (F.7) 
 
The Ahern’s method. The form suggested by Ahern et al. (1977), which makes use of 
the darkest object present in the scene, is given in Eq. (5.4). For "

swτ = 0.35, and rpmin = 
0.01, it yields the following expression for αinst: 
 
 03.086.2 −= pinst rα             [-] (F.8) 
 
Comparison of Eqs. (F.7) and (F.8) shows that both equations yield approximately 
closer results, especially within the rp range of 0.03 to 0.06. Eq. (F.8) has been used 
for further analysis. 
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ANNEX G NOAA-AVHRR Image Preprocessing 
 
G.1 Characteristics of the NOAA System 
 
The NOAA series satellites were designed to operate in a near-polar, sun-synchronous 
orbit. Germane to this discussion is the NOAA-14 mission, which remains operational 
to date. The satellite system contains AVHRR (Advanced Very High Resolution 
Radiometer). Table G.1 lists the basic characteristics of the mission and the AVHRR 
instrument. NOAA receives AVHRR data at full resolution and archives them in two 
different forms. Selected data are recorded at full resolution, referred to as local area 
coverage (LAC) data. All of the data are sampled down to a nominal resolution of 4 
km, referred to as global area coverage (GAC) data.  
 
Table G.1   NOAA-14 Characteristics 
Spacecraft NOAA-14, operational since December 30, 1994 
Orbits per day 14.1 
Period of orbit (min) 102 
Afternoon pass 1340 LST ascending node, 0140 LST descending node 
IFOV, at nadir (km) 1.1 
Scan angle from nadir (deg) ± 55.4 
AVHRR spectral channels (µm)  
1 0.58 –  0.68 
2 0.725 – 1.10 
3 3.55 – 3.93 
4 10.3 – 11.3 
5 11.5 – 12.5 
 
G.2 AVHRR Data 
 
The AVHRR data set is made up of 5-channel, 10-bit, raw AVHRR data from each 
daily afternoon pass of NOAA. The 10-days composite image, one of the available 
AVHRR products, includes the following bands or channels: 
 
Table G.2    AVHRR data description 
Band Description      Band Description 
1 AVHRR channel 1 6 NDVI 
2 AVHRR channel 2 7 Satellite zenith 
3 AVHRR channel 3 8 Solar zenith 
4 AVHRR channel 4 9 Relative azimuth 
5 AVHRR channel 5 10 Data index  
 
Since the data in the channels are scaled, the following describes the method for 
unscaling the data: 
 
 

 shift
scale

offsetScaledActual −−= )(               (G.1) 
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Table G.3   Parameters required for unscaling AVHRR data 
Channel Units Offset Scale Shift Channel Units Offset Scale Shift 
1 % 10 10 0 6 - 10 1 0 
2 % 10 10 0 7 degrees 10 1 90 
3 Kelvin 10 5.602 -160 8 degrees 10 1 0 
4 Kelvin 10 5.602 -160 9 degrees 10 1 180 
5 Kelvin 10 5.602 -160      
 
The 10-days composite image is produced using the maximum NDVI compositing 
method. The NDVI is examined pixel by pixel for each observation during 10 days to 
determine the maximum value. The retention of the highest NDVI values minimizes 
cloud contamination, reduces directional reflectance and off-nadir viewing effects, 
minimizes sun-angle and shadow effects, and minimizes aerosol and water vapor 
effects (Holben, 1986). 
 
Currently, the data set can be downloaded from the following websites, free of costs: 
 
(i) http://edcwww.cr.usgs.gov/landdac/1KM/comp10d.html 
(ii) http://shark1.esrin.esa.it/ 
 
G.3    Cloud Detection 
 
Clouds are, obviously, an obstacle to sensing the surface features. Therefore, cloudy 
and cloud-free pixels must be carefully distinguished. Dealing with a 10-day 
maximum value composite alleviates the problem of cloud contamination to some 
extent; however, to totally mask cloudy pixels, cloud screening algorithms should be 
used. Various cloud detection algorithms have already been developed for NOAA-
AVHRR data, and can be divided into three main categories (Bakker et al., 1997): 
statistical methods (relying on histogram analysis), threshold techniques (applied to 
each pixel), and pattern recognition methods (based on the analysis of large-scale 
texture). In light of a relatively fast (semi-) automatic cloud-detection algorithms, 
most widely used cloud detection methods use threshold techniques. The Saunders 
algorithm (After Saunders, 1986) is the prominent among threshold techniques. This 
algorithm is used here, but only after some modifications as discussed in the 
following section. The Saunders algorithm is based on five cloud detection tests (Fig. 
G.1). Only if all tests are negative is a pixel identified as cloud-free. The last dekadal 
image of May 1995 is presented here as a case study.     
 
Gross cloud check 
 
This test uses the brightness temperature threshold for channel 5. In contrast to 
channel 4, the channel 5 brightness temperature is more suitable to detect clouds 
because clouds have a greater optical depth at the wavelength range of channel 5. If 
the channel 5 temperature of a pixel is below a certain threshold, then the pixel is 
identified as cloud contaminated. How can the threshold be set? Saunders (1986) 
suggests the following procedure. First, the channel 5 image is displayed on the 
screen and then, cloud-free areas which are likely to be the coldest in the image are 
selected. The brightness temperatures over the selected areas are then read out and 
lowered by 2 K to obtain the threshold. Following the same procedure, the threshold 
for the current image is found out to be 284 K. Every pixel obtaining a channel 5 
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temperature lower than this threshold is identified as cloud contaminated. The 
resulting image after this test is depicted in the top left part of Fig. G.2. 
 
Spatial coherence test 
 
This test relies on the assumption that the mean and standard deviation values of 
brightness temperatures in an array of several pixels can be used to test for the 
presence of clouds in the box. Unfortunately, this test is not very suitable for use over 
land areas, especially where there are heterogenoeus land management practices, 
because the variation of brightness temperature, during the afternoon AVHRR passes, 
can be relatively high. This test is not therefore used in this study. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. G.1   The Saunders cloud detection algorithm. 
 
Dynamic visible threshold test    
 
In channel 1, clouds have a higher reflectance than the land surface, a threshold value 
can therefore be set to discriminate clouds. However, care should be taken here 
because this technique is not valid for areas of specular reflection, which might occur 
over water bodies. The threshold is determined dynamically from the histogram of 
normalized visible radiances (i.e. between 0 and 1) in a two step procedure. First, the 

Input AVHRR reflectance, Channel 1 and 2 
And brightness temperature, channel 4 and 5 

Gross cloud check 
Is T5 < Tmin 

Spatial coherence test  
Is SD > SDthr 

Dynamic visible threshold test 
Is ALB > ALBthr 

NIR / VIS  
Is the ratio < 1.6 (over land)

Thin cirrus test 
Is T4 – T5 > Tdiff 

Pixel is cloud-free Pixel is cloudy 

yes

yes

yes 

yes

yes

no

no

no

no

no
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cloud-free modal value is taken from the histogram, and then an offset is added to this 
value to determine the threshold. After analyzing many histograms of different 
NOAA-AVHRR images acquired at different times of the year over Europe, Saunders 
and Kriebel (1988) found out that the offset over land surface is 0.017. However, 
Derrien et al. (1993) argue that the offset must be a function of the solar zenith angle, 
and in any way the threshold value must not exceed 0.20. A threshold value of 0.20 is 
considered in this study. 
 
NIR / VIS test     
 
This test makes use of the ratio between near infrared reflectance (NIR) and visible 
(VIS) reflectance: 
 
 VISNIRQ /=             [-] (G.2) 
 
As the reflectances of clouds are rather similar in both channels, Q is close to unity 
for cloud contaminated pixels. Over land surfaces under clear sky condition, Q is 
high. The threshold Q value can be fixed after analyzing the histogram of Q; however, 
when cloud free modal values are absent, Saunders and Kriebel (1988) suggest a 
threshold value of 1.60 over land surface, and Gutman (1990) suggests 1.30. After 
studying the histogram, a threshold value of 1.4 is selected for the current image. 
 
Thin cirrus test 
 
The difference, Channel 4 – Channel 5, (Holben, 1986; Phulpin et al., 1989) is very 
useful in screening the pixels contaminated by semi-transparent clouds (thin cirrus 
clouds). Since clouds have different emissivities at different wavelength ranges, they 
give different temperatures in channel 5 and channel 4. Over clouds, brightness 
temperature differences can reach 6 K, while land surfaces under clear sky condition 
yield much smaller differences (often less than one). The maximum expected 
difference between channel 5 and channel 4 over land surfaces under clear sky 
condition is a function of the total amount of water vapor in the atmosphere and the 
solar zenith angle. After analyzing many different atmospheric and solar zenith angle 
conditions, Saunder and kriebel (1988) determined the threshold values for various 
conditions (Table G.4). Derrien et al. (1993) also confirmed the values listed in Table 
G.4.  

 
Table G.4 Temperature thresholds Tdiff (K) for, Channel 4 – Channel 5, cloud  
Detection  test at mid-latitudes (after Saunders and Kriebel, 1988) 
  Sec (θz) values 
Channel 4 (K) 1.00 1.25 1.50 1.75 2.00 
260  0.55 0.60 0.65 0.90 1.10  
270  0.58 0.63 0.81 1.03 1.13 
280  1.30 1.61 1.88 2.14 2.30 
290  3.06 3.72 3.95 4.27 4.73 
300  5.77 6.92 7.00 7.42 8.43 
310  9.41      11.22     11.03     11.60      13.39 
 
Using this Table and Channel 8 (Solar zenith angle), in combination with Channel 4, a 
threshold map is prepared. The resulting image after each and all cloud tests is 
displayed in Fig. G.2. 
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Cloud mask test 1           Cloud mask test 3      Cloud mask test 4 
 

  Cloud mask test 5        Total cloud mask test 
 
Fig. G.2    Results of the cloud detection scheme applied on the imagery of the last dekade of May 

1995. The area displayed in white is either lake or cloud masked.  
 
G.4 Atmospheric correction, visible and near infrared  
 
Background 
 
Atmospheric scattering due to molecules and aerosols, and absorption due to water 
vapor and ozone are the two main mechanisms principally responsible for the 
modification in the visible and near-infrared region of the solar spectrum (Rahman, 
1996), and their influence depends not only on instantaneous composition of the 
atmosphere but also on relative position of sun, satellite, and viewed point. The 10-
days maximum value compositing technique (Holben, 1986) is believed to take care 
of most of the atmospheric effects. The available data set is also corrected for ozone 
and rayleigh scattering by the data set providers. The necessity for further 
atmospheric correction is dictated not only by the different geometry of observations 
but also by the varying distribution of water vapor and aerosols. To envisage the 
effect of viewing angle on the reflectances of channel 1 and 2, one pixel is selected 
from the image under study, and its corresponding channels 1, 2, and 7 covering a 
one-year period are acquired. After routine cloud screening procedures, Fig. G.3 
displays the cloud screened data, as a function of the satellite zenith angle.  
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Fig.G.3   Channel 1 and channel 2 reflectances as a function of satellite zenith angle. 
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Atmospheric correction 
 
The complex radiative transfer calculations required for evaluation of the atmospheric 
effects are prohibitive for routine use, and there is still no agreement on a feasible 
method. The simplified operational model developed by Paltridge and Mitchell 
(1990) is used here. This model uses simplified parameterizations of atmospheric 
attenuation of reflectances of channels 1 and 2, derived using LOWTRAN-6 
atmospheric transmittance code for a U.S. Standard Atmosphere. The angular effects 
and aerosol scattering are included explicitly. The model has been successfully 
applied in Australia (Paltridge and mitchell, 1990). The formulations used in the 
model are stated below: 
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 viewzm φθ secsec +=            [-] (G.3) 
 
 ]/1[sinsin RHsview += φφ           [-] (G.4) 
 
 ( ) mmgemQ m /)(1)(1

τ−−=           [-] (G.5) 
 
 )( viewz φθπ +−=Θ        [deg] (G.6) 
 
 )cos1(75.0 2

0 Θ+=Φ           [-] (G.7) 
 
 M for channel 1 (i.e., M1) = 0.1, and M2 = 0.05. 
 
Where k is channel reflectance, θz is solar zenith angle, φview is satellite viewing angle, 
φz is satellite zenith angle, τ is aerosol vertical optical depth, Φ is scattering phase 
function, H is the satellite altitude ( ≈ 850km), R is the radius of the earth (≈ 6370km), 
and the subscripts 0 and 1 refer to molecular scatter and aerosol scatter respectively. 
 
Table G.5   Q1 as a function of  Θ       Table G.6   Functions g(m) and Q0(m)  

Channel 1 Channel 2 m 
g Q0 g Q0 

1 0.229005 0.013709 0.221244 0.004733 
2 0.209898 0.013098 0.201840 0.004523 
3 0.192496 0.012526 0.187174 0.004348 
4 0.176639 0.011989 0.175166 0.004197 
5 0.162182 0.011485 0.164829 0.004062 
6 0.148993 0.011012 0.155661 0.003939 
7 0.136955 0.010567 0.147385 0.003287 
8 0.125961 0.010148 0.139832 0.003732 
9 0.115915 0.009754 0.132891 0.003623 
10 0.106729 0.009383 0.126481 0.003531 

 
Inputs for the model consist of satellite- and sun zenith and azimuth angles, channel 
reflectances, and aerosol optical depths for channel 1 and 2. The aerosol optical 
depths are not available for the study area. Had the lake not been masked by the data 

Θ Q1 
0 8.030 
20 8.495 
40 8.162 
60 8.062 
80 8.027 
100 8.015 
120 8.010 
140 8.012 
160 8.024 
180 8.037 
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set providers, it would have been simple to work out the aerosol optical depth for 
channel 2 by using the darkest object subtraction method. Because of lack of data on 
atmospheric turbidity, the aerosol optical depth for channel 1 is assumed to be 0.15, 
which corresponds to the less turbid days in the Sahelian regions (10 % of the days) 
(Faizoun et al., 1994). It can also be assumed that the aerosol optical properties are 
constant with each of the channels, and the ratio between the aerosol optical depths 
for channel 1 and 2 is constant and equal to 1.36 (Saunders, 1988). Using the 
mentioned inputs, the atmospheric correction for channels 1 and 2 has been carried 
out using equations stated in Eqs. (G.2) through (G.7) The mean values of the 
resulting reflectances for the two channels are tabulated in Table G.7.  
 
Table G.7   Mean reflectance values before- and after atmospheric correction using the paltridge and 
mitchell model, in percentages 
 Before atmospheric correction After atmospheric correction 
Channel 1 10.24 10.35 
Channel 2 18.63 19.23 
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ANNEX H Temporal Variability and Interrelationships between Variables 
 
H.1 Temporal Variation of Micro-meteorological Variables 
 
Field data collected on October 8, 1998 have been selected to discuss the daytime 
variation of some variables. Fig H.1 depicts the typical daytime change in the 
incoming shortwave radiation, windspeed, surface radiant temperature, and the 
difference between surface radiant and air temperature.  
   

(a)    (b)     
 
 

(c)    (d) 
 
Fig. H.1   Typical daytime variation of (a) incoming shortwave radiation  K↓ (Kinc.), (b) windspeed u, 

(c) surface radiant temperature To, and (d) To-Ta ,  measured on October 8, 1998. 
 
Fig. H.1a shows that the incoming shortwave radiation falls rapidly at about 14:00, 
and since then it becomes low. This pattern reveals the presence of clouds since 
14:00, which had been a usual phenomenon during the fieldwork period. The 
windspeed graph, which is depicted in Fig. H.1b, is shown to have a high amplitude 
and frequency, and 0>>∂

∂
t

u , in most cases. This reflects the highly erratic nature 

of the windspeed, and consequently the difficulties in extrapolating this variable from 
instantaneous readings. Fig. H.1c shows that the surface temperatures of the irrigated 
crops are close to each other and they exhibit the same pattern. However, the surface 
temperature of the bare soil is higher than that of the crops except at about noontime. 
At about noontime, a sag curve is observed in the surface temperature of the bare soil 
that indicates lower temperature even than those of the irrigated crops.  The reason for 
this could be attributed to the sudden presence of clouds during the time the surface 
temperature over bare soil was measured. Fig. H.1d shows that for most hours of the 
daytime, the canopy surface temperatures are lower than the respective air 
temperatures. The difference between the two temperatures is also shown to be a 
function of the vegetation density (v.d.), the squash field (v.d.= 76%) being cooler 
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than the chilli field (v.d.=35%). Over the bare field, the air temperature is mostly 
higher than the surface temperature. Figs. H.1c and H.1d demonstrate that, over the 
cropped areas, To-Ta is in phase with To. The field data collected in Niger and Egypt 
(Bastiaanssen, 1995) and Botswana (Peters, 1995) also revealed the same 
relationship. 
 
H.2  Soil Moisture Profile  
 
Soil moisture profile measurements were performed by inserting the TDR 
horizontally. The measurements were conducted for two scenarios. The first scenario 
refers to an event when there was a little rain prior to measurements, while the second 
refers to an event when there was no rain shortly before measurements. The first 
scenario is presented in Table H.1 and Fig. H.2, while the second in Fig. H.3.   
 
Table H.1   Soil moisture profile data (θd) for 4 samplepoints in different landcovers. 
Scenario:  there was little rain prior to measurements. 

θd (expressed as  percentage of volume) in the fields 
Squash Bean Chilli 

Soil 
Depth, 

d 
(cm) 

Crop Weed Crop Soil between 
crop 

Crop Soil 
between 

crop 

Bare 

5 32.4 36.8 26 23.7 25.7 24.5 34.3 
10 31.4 30.3 24.5 20.7 24.3 24.1 33.5 
20 28.7 31.7 23.9 18.2 24.0 26.6 34.4 
30 30.2 29 28.2 25.9 28.4 30.8 31.6 
45 29.6 33.7 32 34.8 24.5 26.6 22.6 
60 31.9 33.9 34.2 37.7 24.7 26.1 23.4 

100 35.2 51.1 47.7 41.1 28.1 28.3 27.3 
120 32.2 32.2 40.8 45.3 29.8 29.5 29.8 
140 31.4 34.3      
150       30 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
        
  
 
 
   
Fig. H.2   Soil moisture profile at (a) Squash, (b) Bean, (c) Chilli, and (d) bare sites after little rain                  

(expressed as percentage of volume). 
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(a)      (b) 
 
Fig. H.3   Soil moisture profile at (a) Bean, and (b) Chilli sites in the absence of rain (expressed as  

percentage of volume). 
 
Investigation of Table H.1 and Fig. H.3 reveals the following points. θ5 and θ10 in the 
squash and bare fields are higher than those in the bean and chilli fields. The reason 
for this is that dense vegetation & high biotic (microorganisms) activity in the squash 
field, and recently ploughed soil in the bare field tend to increase the water retention 
capacity of the soils. In all cases, θ5 > θ10 as it is expected due to the rain. However, 
the large difference between θ5 and θ10 in the weed area can be explained by the 
growing of weeds in the furrows (small depressions) between the squash crops. For all 
the data points, a third order polynomial curve seems to fit well. Two crests and a 
single dip are typically observed in all the curves. The first crest, which occurs at 5 
cm depth, can be explained by the rain that took place a few hours ago before the 
measurement. Whereas the second crest, which is found at about 100-120 cm, may 
indicate the presence of a highly porous soil layer at this depth. The dip occurs at 
about 20 cm for the cropped (weeded) areas and at 45 cm for the bare soil. The former 
depth can be explained by the root zone while the latter by the ploughing depth. 
 
As shown in Fig. H.3, for the soil moisture profile data obtained in the absence of rain 
(i.e. the second scenario), a power function seems to fit well. The curve of this 
function rises rapidly at the beginning and then it goes on gradually.  The rapidly 
rising segment can be explained by the rapid depletion of soil moisture in the first 
10cms of the soil profile. The highly porous soil, which was mentioned earlier, can 
also be seen in the bean field at a depth of 120 cm. 
 
H.3 Empirical Relationships between Soil Moisture and Land Surface 

Properties 
 
The interrelationships between soil moisture and land surface parameters are studied 
using the field data that have been collected over bare soil surface. The bare soil unit 
has been selected for this purpose in view of the fact that it encompasses a wide range 
of conditions. The weather condition, during the measurement of the state variables, 
was partly cloudy.  
 
The αinst - θd relationship 
 
Although R2 is low (about 0.4), Fig. H.4a and b depict an inverse relationship between 
αinst  & θ1, and αinst & θ5, as expected. The wide scatter around the regression lines 
can be partly attributed to response differences between αinst & θd to instantaneous 

R2 = 0.83

0

10

20

30

40

0 50 100 150 200
Soil depth (c m)

So
il 

m
oi

st
ur

e 
(%

)

R2 = 0.84

0

10

20

30

40

50

0 50 100 150 200

Soil depth (cm)

So
il 

m
oi

st
ur

e 
(%

)



Temporal Variability and Interrelationships 

 82

changes in atmospheric energy flux. The presence of persistent cloud passing problem 
in the study area can, therefore, partly explain the wide scatter observed in Fig. H.4. 
Bastiaanssen (1995) tried to minimize this problem by comparing daily average 
surface albedo values with surface soil moisture, and he found a better association (R2 
= 0.67) between the two state variables.    
 
Fig. H.4c shows that θ16 is poorly correlated to αinst, as expected. It is reasoned that  
evaporation from bare soil occurs over the first few centimeters of soil thickness, and 
thus, integrated soil moisture over a range of 16cm has a weak influence on variables 
that are associated with evaporation. The correlation between θ16 and αinst is expected 
to improve over cropped areas, since the soil moisture within 16cm-soil depth is more 
or less available to evapotranspiration. 
 
 
 
 
 
 
 
 
 
 (a)     (b)      (c) 
 
Fig. H.4   Relations between soil surface albedo and soil moisture (expressed as percentage of volume) 

at (a) 1cm depth, (b) 5cm depth, and  (c)  integrated 16cm.  
 
The θ5 - To relationship  
 
As demonstrated in Fig. H.5 (a), the effect of θ5 on To is more entangled. The reason 
for this is explained by various other factors which affect To besides θ5. To responds 
more quickly to the atmosphere energy flux change than does θ5. The lack of good 
correlation between To and θ5 has also be shown by Bastiaanssen (1995), who 
reached at the same conclusion after analyzing the data set collected in the Qattara 
depression. 
 
 
 
 
 
 
 
 
 
 
 
   (a)     (b) 
 
Fig. H.5   Relation between soil infrared temperature and (a) 5cm soil moisture (b)  soil surface 

albedo. 
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The αinst - To relationship 
 
As shown in Fig. H.5 (b), the plotted αinst values lie within the range of 0.005 to 0.04. 
They are so low because of the high moisture content of the soil (due to the heavy 
rainfall which occurred a day before the measurement took place). It has been 
observed in the same graph that for the surface albedo values lying within the 
mentioned ranges, there is no good correlation between αinst and To. The reason for 
this can be partly explained by the very low values of αinst values. If αinst values, for 
instance, change from 0.005 to 0.04 (the two extremes used in the graph), the change 
in net radiation is only 3.5 %, which is too small to cause a significant change in To. 
In such a case, To is more controlled by some other factors. Choudhury (1991) argues 
that high αinst values are likely to give a higher correlation than low αinst values. For 
αinst values which cover a wider range, like between 0.10 to 0.35, Bastiaanssen (1995) 

found a third-order polynomial relation between To and αinst, with 00 =∂
∂

inst

T
α at 

αinst = 0.24. 
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ANNEX I Openfield vs. Greenhouse  
 
On 14th of October 1998, an intensive field measurement of micro-meteorological 
variables was conducted simultaneously inside- and outside greenhouse. The 
greenhouse, where the measurements were performed, is located at 00 49’ 25.97” S, 
360 22’ 6.92” E. The greenhouse setup, and the site characteristics are shown in Fig 
I.1 and Table I.1. 
 
 
 
 
 
 
 
 
 
 
 
 Plan View      Section A-A 
 
Note:- Drawings are not to scale. 
 
Fig. I.1    Plan and side views of the greenhouse setup. 
 
Table I.1    Site characteristics  

Parameter Characteristics  

Plant parameters  
Type of plant Rose flower 
Variety Frisw, (yellow in color) 
Root depth (cm) 40 
Crop height (cm) 150 
Canopy width (cm) 130 
Distance between plants (cm) 40 
LAI 7 - 8 
Greenhouse properties  
Roofing type White Polyethene 
Side walls White Polyethene 
Other properties Air opening is provided  
Irrigation practice  
Irrigation type Drip 
Irrigation interval (days) 1 
Duty (l.sec-1.ha-1) Unknown 
Crop yield (# of flowers. m-2. Yr-1) 600 
 
Analyses of results 
 
It is obvious from Fig. I.2 that the incoming shortwave radiation (K↓) inside the 
greenhouse is about 36 % lower than that of K↓ outside of the greenhouse. This does 
not necessarily imply that the incoming total radiation inside greenhouse is 
correspondingly so low.  The reason for this is that the reduction in K↓ is 
counterbalanced by the increment in the incoming longwave radiation (L↓). However, 
the total net radiation inside greenhouse remains so low because of high value L↑.  

A A

Opening
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Fig. I.2    Comparison of incoming shortwave  radiation inside- and outside greenhouse. 
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ANNEX J File Locations 
 
Note: ‘NA’ refers to ‘Not Applicable’ 

Input Data Location Output Data Location Descr
iption File Name She

et 
Column(s) File Name Sheet Colu

mn(s) 
Table       
2.1 NA NA NA Thesis.doc NA NA 
2.2 NA NA NA Thesis.doc NA NA 
2.3 NA  NA NA Thesis.doc NA NA 
3.1 NA NA NA Thesis.doc NA NA 
3.2 NA NA NA Thesis.doc NA NA 
3.3 Ndabibi.xls 1 C - E Thesis.doc NA NA 
4.1 NA NA NA Thesis.doc NA NA 
4.2 NA NA NA Thesis.doc NA NA 
4.3 NA NA NA Thesis.doc NA NA 
4.4 InstantaneousETC.xls 1 B – L, X, AG InstantaneousETC.xls 1 BA, 

BB 
 InstantaneousETC.xls 2 B – L, X, AG InstantaneousETC.xls 2 BA, 

BB 
 InstantaneousETC.xls 3 B – L, X, AG InstantaneousETC.xls 3 BA, 

BB 
4.5 InstantaneousETC.xls 1 B – L, X, AG Thesis.doc NA NA 

 InstantaneousETC.xls 2 B – L, X, AG Thesis.doc NA NA 
 InstantaneousETC.xls 3 B – L, X, AG Thesis.doc NA NA 

4.6 Ndabibi.xls 1 A – E Ndabibi.xls 1 Q, U 
4.7 InstantaneousETC.xls 1 B – L, X, AG Thesis.doc NA NA 

 InstantaneousETC.xls 2 B – L, X, AG Thesis.doc NA NA 
 InstantaneousETC.xls 3 B – L, X, AG Thesis.doc NA NA 

4.8 NA NA NA Thesis.doc NA NA 
4.9 Ndabibi.xls 1 C – E, AI – 

AK 
Ndabibi.xls 1 AE-

AH, 
AL 

5.1 ILWISdata\Irrmaj.mpr NA NA Thesis.doc NA NA 
5.2 NA NA NA Thesis.doc NA NA 
5.3 NA NA NA Thesis.doc NA NA 
5.4 ILWISdata\albedo.mpr,

ILWISdata\surtemp.mpr, 
ILWISdata\Kcinst.mpr 

NA NA Thesis.doc NA NA 

5.5 ILWISdata\kcinstdy.tbt NA NA Thesis.doc NA NA 
5.6 http://edcwww.cr.usgs.

gov/landdac/1KM/com
p10d.html 

NA NA Thesis.doc NA NA 

5.7 NA NA NA Thesis.doc NA NA 
5.8 http://edcwww.cr.usgs.

gov/landdac/1KM/com
p10d.html 

NA NA Thesis.doc NA NA 

5.9 NA NA NA Thesis.doc NA NA 
5.10 http://edcwww.cr.usgs.

gov/landdac/1KM/com
p10d.html 

NA NA Thesis.doc NA NA 

E.1 NA NA NA Thesis.doc NA NA 
E.2 NA NA NA Thesis.doc NA NA 
F.1 NA NA NA Thesis.doc NA NA 
F.2 NA NA NA Thesis.doc NA NA 
F.3 NA NA NA Thesis.doc NA NA 
F.4 NA NA NA Thesis.doc NA NA 
F.5 NA NA NA Thesis.doc NA NA 
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Input Data Location Output Data Location Descr

iption File Name She
et 

Column(s) File Name Sheet Colu
mn(s) 

F.6 NA NA NA Thesis.doc NA NA 
G.1 http://edcwww.cr.usgs.

gov/landdac/1KM/com
p10d.html 

NA NA Thesis.doc NA NA 

G.2 http://edcwww.cr.usgs.
gov/landdac/1KM/com
p10d.html 

NA NA Thesis.doc NA NA 

G.3 http://edcwww.cr.usgs.
gov/landdac/1KM/com
p10d.html 

NA NA Thesis.doc NA NA 

G.4 NA NA NA Thesis.doc NA NA 
G.5 NA NA NA Thesis.doc NA NA 
G.6 NA NA NA Thesis.doc NA NA 
G.7 http://edcwww.cr.usgs.

gov/landdac/1KM/com
p10d.html 

NA NA Thesis.doc NA NA 

H.1 General field data.xls 5 G – I General field data.xls 5 G – I 
I.1 NA NA NA Thesis.doc NA NA 

Figu
re 

      

3.1 NA NA NA Thesis.doc NA NA 
3.2 CropWat 4 Windows NA NA Thesis.doc NA NA 
3.3 NA NA NA Thesis.doc NA NA 
3.4 Ndabibi.xls 1 C, AI, AJ Ndabibi.xls Chart 1 NA 
3.5 Ndabibi.xls 1 C – E Thesis.doc NA  NA 
4.1 InstantaneousETC.xls 1 B – L, X, AG InstantaneousETC.xls Chart 1 NA 

 InstantaneousETC.xls 2 B – L, X, AG InstantaneousETC.xls Chart 2 NA 
 InstantaneousETC.xls 3 B – L, X, AG InstantaneousETC.xls Chart 3 NA 

4.2 Instantaneous 
longwave.xls 

1 A – E Instantaneous 
longwave.xls 

Chart 1 NA 

4.3 Atmospheric 
emissivity.xls 

1 A – C Atmospheric 
emissivity.xls 

Chart 
1, 2 

NA 

4.4a Ndabibi.xls 1 A – E Ndabibi.xls Chart 2 NA 
4.4b Ndabibi.xls 1 A – E Ndabibi.xls Chart 3 NA 
4.5 Ndabibi.xls 1 C – E, AI – 

AK 
Ndabibi.xls Charts 

4,5,6,7 
NA 

5.1 ILWISdata\sample.sms NA NA Thesis.doc NA NA 
5.2 ILWISdata\fcc.mpl NA NA ILWISdata\fcc.mpv NA NA 
5.3 ILWISdata\*.* NA NA ILWISdata\irrig.mpv NA NA 
5.4 ILWISdata\*.* NA NA ILWISdata\kcinst.mpv NA NA 
5.5 ILWISdata\*.* NA NA ILWISdata\etcinst.mpv NA NA 
5.6 ILWISdata\*.* NA NA ILWISdata\kcinst.his NA NA 
5.7 Transmittance.xls 1 A – C Transmittance.xls Chart 1 NA 
5.8 ILWISdata\*.* NA NA ILWISdata\kcday.mpv NA NA 
5.9 ILWISdata\*.* NA NA ILWISdata\etcday.mpv NA NA 

5.10 Ndabibi.xls 1 C – E Ndabibi.xls Chart 8 NA 
B.1 InstantaneousETC.xls 1 B – L, X, AG InstantaneousETC.xls Chart 4 NA 

 InstantaneousETC.xls 2 B – L, X, AG InstantaneousETC.xls Chart 5 NA 
 InstantaneousETC.xls 3 B – L, X, AG InstantaneousETC.xls Chart 6 NA 

C.1 Transmittance 
modelling.xls 

1 A – E 
 

Transmittance 
modelling.xls 

Chart 1 NA 

G.1 NA NA NA Thesis.doc NA NA 
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Input Data Location Output Data Location Descr

iption File Name She
et 

Column(s) File Name Sheet Colu
mn(s) 

G.2 http://edcwww.cr.usgs.
gov/landdac/1KM/com
p10d.html 

NA NA Thesis.doc NA NA 

G.3 http://edcwww.cr.usgs.
gov/landdac/1KM/com
p10d.html 

NA NA Thesis.doc NA NA 

H.1 Daytime variation.xls 1 A - T Daytime variation.xls Chart 
1,2,3,4 

NA 

H.2 General field data.xls 5 J – I General field data.xls Chart 
1,2,3,4 

NA 

H.3 General field data.xls 7 A – C General field data.xls Chart 
1,2 

NA 

H.4 Interrelationships 
between variables.xls 

1 A – G 
 

Interrelationships 
between variables.xls 

Chart 
1, 2, 3 

NA 

H.5 Interrelationships 
between variables.xls 

1 A – G 
 

Interrelationships 
between variables.xls 

Chart 
4,5 

NA 

I.1 NA NA NA Thesis.doc NA NA 
I.2 Greenhouse dataset.xls 1 G – I Thesis.doc NA NA 

 
Raw Input Data 
 
1. Lake Naivasha Vineyard Data Set 
 

FILE NAME = General Field Data.xls 
Sheets: 
  

Date(s) in Oct. 1998 3-4 5 6 7 8 9 10 12 15 16 
Sheet 1 2 3 4 5 6 7 8 9 10 

 
2. Greenhouse Data Set 
 
  FILE NAME = Greenhouse dataset.xls 
  Sheet: 1 
 
3. Ndabibi Data Set 
 
  FILE NAME = Ndabibi.xls 
  Sheet: 1 
 
4. Internet Data 
 
  WEBSITE ADDRESS : http://edcwww.cr.usgs.gov/landdac/1KM/comp10d.html 
 
5 Meteorological Data 
 
  DATABASE: CropWat 4 Windows 
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Annex K Field Data  
 
This data set is organized and presented in three parts. The first two parts present data 
collected in the Lake Naivasha Vineyard Farm, while the third inside Greenhouse 
Farm. The Ndabibi data set is not listed here. 
 
Part 1: General data 
 
This part consists of all the data collected in the field (except solar radiation data 
dated from 7 to 10th of October, 1998). Part of this data are not used in the analysis 
mainly because the corresponding solar radiation data were not measured in the field. 
 
Part 2: Data used in the calculation of crop potential evapotranspiration 
 
This part presents radiation and other meteorological data used to calculate crop 
potential evapotranspiration, on an instantaneous time scale, as described in Section 
(4.2). 
 
Part 3: The Greenhouse Data Set 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 


